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ABSTRACT

Borg, Matthew P. Ph.D., Purdue University, August 2009. Laminar Instability and
Transition On the X-51A. Major Professor: Steven P. Schneider.

A 20% scale model of the X-51A was tested in the Boeing/AFOSR Mach-6 Quiet

tunnel. Freestream noise was found to have a major impact on transition on the

windward and leeward vehicle surfaces. The effect of noise on transition was observed

with a smooth wall and for roughness-induced transition on both surfaces.

Temperature sensitive paint (TSP) and hot wires were used to characterize transi-

tion onset on the windward surface. The transition Reynolds number (Ret) increased

by a factor of at least 2.2 for a smooth wall, 2.4 with ramp roughnesses, and 1.7 for

diamond roughnesses when the freestream noise was decreased.

Pressure sensors and TSP determined the presence of the second-mode instability

on the lee side. Disturbances near 100 kHz were observed to grow in amplitude

with both downstream distance and increasing freestream Reynolds number. At one

condition, transition on the center line occurred when the the disturbance amplitude

reached about 3%. Reducing noise levels increased Ret by a factor of at least 2.

Transition was not observed on the lee side at the maximum Reynolds number giving

quiet flow. Computations predicted that the most unstable instability is the second-

mode near 100 kHz, in good agreement with the experimental data.
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1. INTRODUCTION

1.1 Hypersonic Boundary Layer Transition

An understanding of the stability and transition of boundary layers on hypersonic

vehicles is often essential for optimal vehicle performance. The state of the boundary

layer has first-order effects on heating, viscous drag, and control surface effective-

ness. In order to optimize performance and ensure the survivability of such vehicles,

accurate transition prediction techniques must be developed.

In low noise environments, the breakdown of a laminar boundary layer to tur-

bulence generally happens in successive stages. Initially, disturbances that originate

in the freestream or on the body couple with the laminar boundary layer via a “re-

ceptivity” process. Such disturbances excite instabilities in the laminar boundary

layer. These initially small-amplitude instabilities propagate downstream through

the boundary layer where they experience exponential growth or decay via predomi-

nantly linear processes. Once the instability waves grow to a sufficiently large ampli-

tude, they enter a regime of nonlinear growth that can excite secondary instabilities.

The growth and interaction between these instabilities leads to turbulent spots and

eventually full breakdown to turbulence.

A number of imperfectly understood instability mechanisms can lead to transition

of a hypersonic boundary layer. A concave wall can destabilize the boundary layer

via the centrifugal Görtler instability. For three-dimensional geometries, crossflow

can give rise to stationary or traveling co-rotating vortices due to inflections in the

spanwise velocity profile which then break down to turbulence. For supersonic and

hypersonic edge Mach numbers, the first and higher-mode instabilities may dominate

the transition process.
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First-mode waves are analogous to the incompressible and inviscid Tollmien-

Schlichting (TS) instability waves found in low-speed flows. The first mode insta-

bility is a vorticity disturbance [1]. First mode waves always amplify most at oblique

wave angles [2]. For higher edge Mach numbers, acoustical instability modes dom-

inate [2, 3]. Mack [2] demonstrated that for edge Mach numbers Me above one, a

region of the boundary layer becomes supersonic relative to the phase velocity. Un-

der these conditions, multiple solutions to the inviscid stability equations exist. These

additional solutions have been termed the “Mack” modes, the first of which is the

second mode. It is the most unstable of the Mack modes and is most unstable at

normal, non-oblique wave angles. Second mode waves behave like trapped acoustic

waves in the boundary layer and are characterized by wavelengths around twice the

boundary layer thickness [3].

The linear growth of instabilities is fairly well understood. However, linear pro-

cesses alone do not describe the complexities of instability growth and breakdown.

Nonlinear wave interactions have also been shown to have a significant impact on

the transition process. The physics of nonlinear growth and mode interactions are

complex and not understood, particularly at high speed. Herbert [4] presents a re-

view of low-speed nonlinear aspects of transition. His work focused mainly on the

TS, Görtler, and crossflow instabilities. He also presents a brief theoretical overview

of nonlinear breakdown of the primary instability modes. The role of nonlinear sub-

harmonic secondary instabilities was investigated.

There is not a great deal of published work in the open literature addressing the

role of secondary nonlinear instabilities in high-speed compressible flows. Stetson [5]

comments on the spectral dispersion he observed prior to transition on a sharp, 7◦ cone

at Mach 8. This spectral broadening is not predicted by linear stability theory. He

attributes this and the appearance of suspected harmonics of the fundamental second-

mode frequency to nonlinear effects and not independently excited modes. Shiplyuk et

al. [6] examined natural and artificially-excited disturbances in the boundary layer of a

7◦ sharp cone at Mach 5.95. For frequency interactions to be nonlinear and not due to
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an independently-excited mode, phase-locking between the two interacting frequencies

is necessary. Analyzing hot-wire data using the bicoherence spectrum, they verified

that a subharmonic resonance was attributable to nonlinear wave development. After

the onset of nonlinear subharmonic waves, higher-harmonic wave generation was also

noted. Additionally, nonlinear wave interaction was seen among the fundamental

second mode, subharmonic, and harmonic frequencies. A weak nonlinear interaction

between the first and second modes was also observed. These interactions led to a

broadening of the spectra which preceded transition.

Empirical transition prediction methods, such as Reθ/Me, are frequently employed

in the design of hypersonic vehicles. This correlation assumes that transition occurs at

some fixed value of Reθ/Me where Reθ is the momentum-thickness Reynolds number

at transition. Such correlations can be useful for some simple geometries and trajec-

tories. They cannot, however, provide an accurate and reliable method for prediction

of transition for arbitrary vehicle designs. Reshotko [7] comments that Reθ/Me fails

in that it does not represent physical processes by neglecting the important effects

of pressure gradient, surface temperature, and roughness. This example underscores

the fundamental lack of understanding regarding the physics of boundary-layer tran-

sition. Yet, vehicle designers appeal to these methods as their only recourse given the

lack of affordable and reliable physics-based transition-prediction methods.

A useful, semi-empirical method for predicting transition is the eN method. The

basis for the method is the following relation:

N =
∫ x

x0

αidx = ln
A

A0

where N is the integrated growth rate, αi, of a disturbance at some frequency, x0

is the location where the frequency of interest first becomes unstable, and x is the

streamwise station of interest. The N factor is likewise equal to the ratio of the

amplitude of a disturbance at some frequency, A, to the amplitude of that disturbance

when it first becomes unstable and begins to grow in the boundary layer, A0.
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The eN method is gaining popularity as the physical mechanisms leading to tran-

sition and their interactions are becoming more understood. Computations are also

becoming more feasible, which makes eN type calculations more accessible for ex-

periments and vehicle design. For example, the stability and transition analysis for

hypersonic Boundary Layers (STABL) software suite solves the linearized parabolized

stability equations [8]. The solution to the eigenvalue problem describes the growth

and decay of perturbation waves in the boundary layer. However, STABL does not

account for wave growth once the disturbances become large enough that nonlinear

effects become non-negligible. It cannot, therefore, predict transition. Instead, this

theoretical approach can be coupled with empirical measurements in methods such

as the eN method. The N factors can be calculated and transition assumed for some

experimentally-determined value of N . From empirical data, transition for a variety

of geometries and freestream conditions has been found to be between 7 and 12 in

low-noise facilities and flight [9–11]. For conventional-noise facilities, this value de-

creases to 4-5 [12–15]. When the computed N -factor reaches these values, transition

is assumed to occur.

As interest in vehicles that spend significant time at hypersonic velocities increases,

so too does an interest in hypersonic boundary-layer transition. It is well established

that surface heating rates are significantly higher for a turbulent boundary layer than

for a laminar one. For a given vehicle, if the transition Reynolds number (Ret) is

underpredicted, superfluous thermal protection system (TPS) material may be used

resulting in excess inert mass and decreased payload capability. Conversely, if Ret

is overpredicted, the TPS may not adequately handle the increased surface heat

flux due to early transition. Additionally, due to increased shear stress from the

turbulent boundary layer, the total vehicle drag would be larger than expected with

an overpredicted Ret. These unexpected changes could result in reduced performance

or even the loss of the vehicle.

It is evident that better physics-based transition-prediction methods must be de-

veloped to optimize the design of hypersonic vehicles. However, due to the difficulty
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and high cost, a fundamental understanding of transition physics is not likely to re-

sult from flight tests. A lower cost option is ground testing. Wind tunnel tests do

not provide a full duplication of flight conditions, however. Limitations inherent in

ground-test facilities make it difficult to uncouple facility effects from actual vehicle

aerodynamics. Efforts must be made to simulate the flight environment as closely

as possible in ground-test facilities in addition to developing accurate computational

fluid dynamics (CFD) flow models. Such developments should inform each other and

serve to enhance understanding of the physics of boundary-layer transition.

1.2 Instability Measurements

A number of experimental techniques have been successfully employed in the study

of the instabilities and transition of high-speed boundary layers. Hot-wire anemom-

etry has proven to be a very useful tool for measuring such instabilities. Refs. 16–19

all report early hot-wire measurements of instability waves at high speeds for various

freestream conditions and models. Stetson [1] used hot-wire anemometry to measure

the second mode instability at Mach 8 for cones and a cylinder. More recently, Rufer

et al. measured second-mode instabilities on a cone at Mach 6 [20, 21]. Ref. 21 re-

ports that the frequencies with the highest mass-flow fluctuation amplitudes were in

reasonable agreement with computations. The computations were performed using

the STABL code.

A new technique that has proven to be successful in the measurement of instability

waves is the use of surface-mounted high frequency-response PCB pressure transduc-

ers. These fast sensors are able to measure pressure fluctuations due to second-mode

boundary-layer instability waves. Fujii [22] pioneered the effort to use PCB Piezotron-

ics fast pressure sensors to measure second-mode wave growth. He used three sensors

at different streamwise stations on a 5◦ half-angle cone at Mach 7. He examined

the effect of different wall waviness and tunnel stagnation conditions on second-mode

wave growth. The sensors were able to show clear spatial growth of the waves. Es-
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torf et al. [23] successfully employed this technique to measure amplification rates

under both conventional and quiet freestream noise levels on a 7◦ half-angle sharp

cone. Ref. 24 reports possible measurements of the second mode instability on a 7◦

half-angle cone at Mach 6.3-7.7. Ref. 25 discusses the use of several PCB sensors on

a 7◦ half-angle cone at Mach 5, 6, and 8. Second-mode waves were detected with

conventional noise levels at all three Mach numbers and also with low, flight-like

noise levels at Mach 6. They were observed to spatially amplify and break down. For

constant location and increasing Reynolds number, the waves also grew in amplitude

and broke down.

Ref. 26 reports computations of a hypersonic boundary layer. Using linear stability

theory, eigenfunctions for mass flux, pressure, and temperature fluctuations were

calculated for a flow of interest. It was found that for the second mode instability,

a strong peak in pressure fluctuations occurs at the wall. It should also be noted

that this is in stark contrast to the first mode instability, which has much smaller

pressure fluctuations that are nearly constant across the boundary layer. Thus, these

data substantiate the effectiveness of the PCB sensors to detect the second mode

instability when they are mounted flush with the model wall. It is less likely that

they would detect the first mode unless the waves were of very large amplitude.

Most of the high-speed measurements mentioned above have been primarily con-

cerned with naturally occurring instabilities. Some effort has been made to introduce

artificial, controlled disturbances into the boundary layer to examine the impact on

stability. Studying the stability of boundary layers with and without controlled dis-

turbances can give insight into the mechanisms leading to transition and also the

receptivity phenomena of particular flows. Refs. 16 and 17 report using an acoustic

“siren” to excite waves of selected frequencies in the boundary layer. A more recent

technique for introducing controlled disturbances into a laminar, high-speed bound-

ary layer uses what is known as a glow discharge perturber. A glow perturber works

by applying a large electric potential across the gap between two electrodes. Given

the proper flow conditions, the fluid in the gap will break down in a glow discharge.
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A normal glow discharge is characterized by relatively low electrode voltages and

current. A normal glow exhibits very little increase in electrode voltage for up to an

order of magnitude increase in current [27]. Ladoon et al. [28], [29] used a pair of

electrodes separated by a dielectric on the surface of a cone at Mach 4 to successfully

perturb the boundary layer. Maslov et al. [30] report the successful use of an electrical

glow discharger perturber in a cavity to introduce disturbances into the boundary

layer of a cone at Mach 5.9. Refs. 28 and 30 discuss the use of hot-wire anemometry

to measure the excited instability waves.

1.3 Hypersonic Wind Tunnels

Conventional supersonic and hypersonic wind tunnels are characterized by high

levels of freestream noise. This noise takes the form of eddy Mach wave acoustic

energy radiated from the turbulent wall boundary layer. The noise level of a tunnel

is often reported as the RMS pitot pressure fluctuations non-dimensionalized by the

mean pitot pressure. This is typically on the order of 0.5-1.0%. Ref. 31 summarizes

noise measurements from many supersonic and hypersonic wind tunnels for Mach

numbers ranging from 2 to 24. Pressure fluctuations were measured using hot wires

in the freestream and acoustical transducers mounted flush with the surface of a sharp

cone or a flat plate. He reports pressure fluctuations ranging from about 0.5% to 11%.

However, these measurements do not account for differences in the instrumentation

nor how freestream noise couples with the boundary layer of the model in which the

acoustical transducers were located. Flight noise levels, in contrast, can be an order of

magnitude lower than those experienced in most hypersonic ground facilities [32,33].

Noise levels of this magnitude have been shown to decrease the transition Reynolds

number by up to an order of magnitude and even change or bypass the normal para-

metric trends in transition [10, 34]. Ref. 35 reports the effect of freestream noise on

roughness-induced transition with very large boundary-layer trips for a scramjet inlet.

Borg et al. [36] demonstrated the significant effect of tunnel noise on transition due
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to boundary-layer-sized trips. Ref. 37 describes the large effect of freestream noise

on natural and roughness-induced transition for a cone at Mach 6. Ref. 32 presents

an extensive review of the effect of tunnel noise on transition. It is evident from the

larger body of literature that tunnel noise has a non-negligible effect on transition and

should not be ignored for instances when instability and transition are important.

Often, the spectra of the freestream disturbances in conventional tunnels show

significant spectral contributions in the lower frequency bands. If those frequencies

are near those of naturally occurring instabilities, Stetson [1] suggests that they may

prematurely excite instability-wave growth. It is plausible that, via the receptivity

process, such disturbances are introduced into the boundary layer at a much larger

initial amplitude than would be experienced in flight or in a low-disturbance facility.

With the exponential growth of disturbances, the larger initial disturbance amplitude

could lead to earlier breakdown to turbulence. Thus, the high levels of noise in

conventional tunnels renders transition data from those facilities unreliable predictors

for transition on flight vehicles [38].

The development of quiet hypersonic wind tunnels that approach flight noise lev-

els is essential in order to mitigate the problem of noise contamination endemic to

conventional tunnels. Quiet facilities typically have noise levels less than 0.1%. Such

exceptionally low noise levels are achieved by taking great care to ensure that the

nozzle-wall boundary layer remains laminar to at least the acoustic origin for distur-

bances impinging on a model. Development and utilization of quiet facilities should

help to divorce instability and transition measurements from the particular charac-

teristics of a given wind tunnel and allow a more complete understanding of the

underlying flow physics.

Measurements in quiet hypersonic facilities are good candidates to compare to

state-of-the art stability and transition-prediction techniques such as eN and other

physics-based methods. Quiet-tunnel experiments should be compared to computa-

tional results to validate and help refine the models. For example, experimental data

from quiet facilities could help determine the extent of nonlinear effects. This would
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assist in determining if linear stability solvers are sufficient for instability growth and

transition prediction.



10

2. FACILITY, MODEL, AND INSTRUMENTATION

2.1 The BAM6QT

In order to study boundary layer transition while removing the high levels of

freestream noise in most conventional hypersonic wind tunnels, a quiet hypersonic

facility was constructed at Purdue University. The tunnel is designed to operate

at Mach 6 and have laminar boundary layers up to a throat unit Reynolds number

of 108/m (31×106/ft), which corresponds to a stagnation pressure of approximately

1.03 MPa (150 psia) [39]. Quiet flow requires freestream RMS pressure fluctuations

of less than about 0.1%.

The Purdue facility, shown in Figure 2.1, was designed as a Ludwieg tube. A

Ludwieg tube consists of a long driver tube followed by a converging-diverging nozzle,

second throat, diffuser, and large vacuum chamber. In the case of the Boeing/AFOSR

Mach-6 Quiet-Tunnel (BAM6QT), the driver tube is 37.3 m (122.5 ft) long with an

inner diameter of 44.5 cm (17.5 in.). It consists of 6 sections of 46 cm (18-in.)

schedule-10, type 304 stainless steel pipe, with 6.35 mm (0.25 in.) thick walls. It

is ASME U-stamped and certified for operations up to 2.07 MPa gauge (300 psig)

at 473 K (853◦R) [40]. A sting mount is positioned in the diffuser section to allow

models to be placed in the tunnel.

Additionally, in order to avoid nitrogen liquefaction in the nozzle at Mach 6, the

driver tube must be uniformly heated to about 160◦C (320◦F). To aid in this uniform

heating, the driver tube is insulated with 7.6 cm (3 in.) fiberglass pipe insulation. The

tube is heated by generating a 6 V electric potential drop across its length. This draws

approximately 2000 amps through the driver tube, which is heated via Ohm’s law. A

thermocouple near the downstream end of the driver tube is typically used to control

the temperature, although which thermocouple is the controlling thermocouple can
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Figure 2.1: The Boeing/AFOSR Mach-6 Quiet Tunnel

be changed. Four Electronics Measurement Incorporated TCR10T750 power supplies

provide the necessary current for heating. These power supplies each have a maximum

output of 750 amps at 10 volts and are regulated by an Omega CN9000A controller.

Starting from room temperature, it takes approximately 6 hours for the driver tube

to reach the set temperature and another 18 hours to equilibrate [41].

In order to keep the contraction from being a large heat sink that reduces the

temperature of the downstream end of the driver tube, three band heaters are used

to heat the contraction. The two upstream heaters are Tempco 1500W, 240V heaters

and the smaller downstream heater is a Tempco 3000W, 240V heater. Each heater is

controlled by an Athena Controls, Inc., AIM15 controller. Surface thermocouples are

affixed to the contraction by hose clamps and are used by the controllers to determine

when each heater needs power in order to keep the temperature at the set point.

A HEAT 30kW circulation heater, set to 165◦C (329◦F), was used to heat the

incoming air. The circulation heater was controlled by a Watlow 988A-10KD-AAGR

heater controller. By examining the readout of a K-type thermocouple located near

the upstream end of the driver tube, it has been found that the actual temperature

of the heater equilibrates to about 5◦C lower than its set point.

Over the length of the driver tube, a significant boundary layer develops. In

Ludwieg tubes, this boundary layer on the driver-tube wall is often turbulent. Al-

though passing through the contraction can relaminarize the boundary layer, it is
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nevertheless to be removed from the flow just upstream of the throat in order to re-

move any residual disturbances and to begin with a fresh laminar wall boundary layer

with a known starting location [40]. It is removed by removing it through a small

axisymmetric bleed slot just upstream of the nozzle throat. The flow through the

slot is accelerated to sonic conditions in order to prevent disturbances from feeding

upstream and polluting the primary nozzle flow and/or causing the location of the

bleed-lip stagnation point to oscillate.

The flow through the bleed slot is exhausted directly into the 113 m3 (4000 ft3)

vacuum tank. The bleed system requires a fast-opening valve to open. The valve is

triggered by the oscilloscope and uses a compressed air supply to open. The bleed

system takes about 0.1 s to start [42].

In December 2007, in the middle of the current work, a new sting support section

and diffuser replaced the original tunnel hardware. It was hoped that the larger

inner diameter would allow larger and more blunt models to correctly start in the

tunnel. Unfortunately, this was not the effect. Instead, under quiet flow conditions,

interactions between the shocks from the experimental models and the nozzle wall

boundary layer often result in a large, unsteady separation that largely distorts the

mean flow far upstream of the shock impingement point, yielding no useful data. This

effect had deleterious consequences for the current work.

A series of diffuser inserts that modify the internal geometry are being designed

and tested. It is hoped that these modifications of the new diffuser section will

improve starting and mitigate separation of the nozzle wall boundary layer. Details

of this work can be found in Ref. 43.

The nozzle of the BAM6QT was designed and fabricated to very tight tolerances.

In an effort to keep wall roughness from being the dominant transition mechanism,

it was necessary to ensure that the RMS wall roughness was as small as feasible.

Although measurements have not been obtained in the throat, it has been estimated

that the RMS in the throat is on the order of 13-25 nm (0.5-1.0 µin.). In order to

achieve such tight tolerances, it was necessary to make the first 4 sections of the nozzle
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from one solid piece of electroformed nickel. The remaining 4 sections were machined

and polished to low peak roughness levels, low contour errors, and low waviness [44].

Although care is taken to maintain a laminar boundary layer on the nozzle wall

for as long as possible and to high Reynolds number, the boundary layer does not

remain laminar for all tunnel conditions. For sufficiently high pressure, the boundary

layer is turbulent, even when the contraction boundary layer is removed upstream of

the nozzle throat. When the tunnel is operated below the maximum initial stagnation

pressure giving low freestream noise levels, the maximum “quiet pressure,” the nozzle

wall boundary layer typically does not remain completely laminar. Rather, bursts

of turbulence convect downstream in an unsteady and unrepeatable manner, causing

brief bursts of acoustic noise in the freestream. Usually, these bursts are observed

on the instrumentation for only 1-2 ms per burst. There are almost always more

turbulent bursts when the tunnel is operated near the maximum quiet pressure.

Figure 2.2 shows the raw voltage output of a constant temperature anemome-

ter running a hot-film mounted on the nozzle wall. The tunnel startup lasts from

approximately t = 0.0 to t = 0.15 s. For 0.15 < t < 2.2 s, the voltage trace is

typical for a turbulent nozzle-wall boundary layer. For this time period, the tunnel

has conventional or “noisy” freestream noise levels. At about t =2.2 s, the mean volt-

age drops and the RMS voltage decreases substantially. This is the point at which

the stagnation pressure has reached the maximum quiet pressure. The nozzle-wall

boundary layer here has become laminar, reducing freestream noise levels. A laminar

boundary layer is maintained until about t =6.5 s when the tunnel shuts down. For

2.2 < t < 6.5 s, a number of spikes in the voltage trace are observed. These voltage

spikes are due to the short-duration turbulent spots moving past the sensor.

The procedure for operating the tunnel is generally the same from run to run. The

circulation heater is turned on about 30 seconds prior to pressurizing the tunnel. A

solenoid on the upstream end of the driver tube is then opened via a remote switch.

This allows air to be pumped into the driver tube. This is accomplished by applying

a voltage to a pressure regulator. An incremental increase in this voltage gradually
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Figure 2.2: Hot film voltage trace showing the tunnel becoming quiet and several

turbulent bursts

pressurizes the tunnel to the desired initial stagnation pressure. A Panametrics Mois-

ture Target Series-5 dewpoint meter is used to periodically check the dewpoint of the

air in the tunnel. This was usually found to be around −20◦C (−4◦F), although this

value was somewhat higher during the humid summer months.

A pair of burst diaphragms is used to initiate a tunnel run. The gap between the

two diaphragms is generally kept at half of the upstream pressure while the tunnel

conditions equilibrate. In order to start a run, the gap is exposed to a vacuum. When

the gap pressure drops far enough, the upstream diaphragm bursts, followed by the

downstream diaphragm.
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At this point, a shock wave travels downstream into the vacuum tank while an

expansion wave travels upstream. The expansion wave traverses the length of the

driver tube, in approximately 0.1 s, reflecting from the upstream end and then the

contraction. Although the nominal tunnel run ends when the expansion wave returns

to the contraction, the tunnel has been demonstrated to remain quiet through many

expansion-wave reflection cycles. Throughout these cycles, the pressure in the driver

tube drops quasi-statically. Given a sufficiently low back pressure, hypersonic flow

continues for approximately 6 seconds.

2.2 Supersonic Jet

The Supersonic Jet (SSJ) facility was used to calibrate the hot wires used in the

BAM6QT. The SSJ consists of a Chromalax heater, plenum, 2.5-cm- (1.0 in.) diame-

ter nozzle, exhaust chamber, diffuser, and vacuum tank. The nozzle was designed for

Mach 4, but has been shown to operate at about M=3.9. Both the stagnation temper-

ature and pressure can be independently varied. The static pressure in the plenum,

equivalent to the stagnation pressure for the flow, is measured by an Ashcroft test

gauge with a range of 0-689 kPa gauge (0-100 psig) and an accuracy of 0.25%.

2.3 X-51A Model

The Boeing Company is currently working on a scramjet-powered vehicle known

as the X-51A. This vehicle will be the first flight-weight, hydrocarbon-fueled scramjet.

Boundary-layer transition on all of the vehicle’s surfaces is important. If the boundary

layer entering the scramjet is laminar, it is likely that shock/boundary layer inter-

actions in the isolator will lead to separation and unstart of the engine. This could

lead to a loss of the vehicle. It is desired that all other vehicle surfaces maintain

laminar boundary layers for as long as possible, with the possible exception of control

surfaces. This will reduce viscous drag and heating, improving vehicle performance

by providing more net thrust and reducing the necessary thermal protection.
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In order to support analysis of boundary layer transition on the X-51A, experi-

ments on a 20% scale model were designed and conducted. The model includes the

forebody up to the engine inlet cowl.

The experiments reported here were all for an inviscid Mach number of 6.0 with

an initial stagnation temperature of T0=433 K (780◦R) at 4.0◦ angle of attack. A

sketch of the full flight vehicle is shown in Figure 2.3. The portion that corresponds

to the Purdue model is circled.

Figure 2.3: Full X-51A vehicle (from Ref. 45)

The model consists of a stainless-steel nose section and one of two afterbodies.

One is made from solid aluminum. The other has an aluminum strongback but

also includes nylon 6/6 inserts on both the windward and leeward sides. The nylon

inserts were included to act as a thermal insulator layer for temperature sensitive

paint (TSP). The assembled model is 34.42 cm (13.55 in.) long. The windward nylon

insert is approximately 23.9 cm (9.4 in.) long and 3.0 cm (1.2 in.) wide. The insert

is comprised of a 1.02 cm (0.4-in.)-long flat surface followed by a compression corner.

The remainder of the insert maintains a constant angle to the flow and a constant

width. The leeward nylon insert is about 6.1 cm (2.4 in.) wide and 17.0 cm (6.7 in.)

long. The insert is nearly flat in the streamwise direction, but has significant spanwise
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variation. This afterbody was also designed with a hollow channel through its center.

This channel allowed a high-voltage wire to be run to a glow perturber that was later

installed in the model nose.

The solid-aluminum afterbody was originally used for oil flow visualization and

TSP measurements. About one year after receiving the model, experience suggested

that better TSP data, possibly more quantitative in heat transfer, could be made

with a nylon model instead of an aluminum one. That is why the afterbody with

nylon inserts was fabricated. The original aluminum afterbody was later modified to

allow PCB pressure sensors to be mounted flush with the model surface. The sensors

were placed along the leeward surface centerline and were spaced 3.2 cm (1.25 in.)

apart. The most downstream sensor was located 2.4 cm (0.95 in.) upstream of the

model’s downstream edge. Additionally, two holes were made to allow the installation

of fast thermocouples or heat transfer gauges. These were located 1.9 cm (0.75 in.)

downstream of the first and fourth PCB sensors. Unfortunately, the sensors did not

arrive in time to be used. The holes were instead plugged with dowel pins and secured

in the holes with nail polish. Additionally, a streamwise channel was drilled through

the model to allow the glow perturber wire to pass through the model.

A photograph of the steel nose, windward model surface, and both of the leeward

model surfaces is provided in Figure 2.4. Figure 2.5 shows a side view of the model.
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(a) Windward side of model with nylon insert

(b) Leeward side of model with nylon insert

(c) Leeward side of aluminum model

(d) Stainless steel nose with glow perturber

insert

Figure 2.4: Photographs of the X-51A model
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Figure 2.5: Side view of the X-51A model
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3. INSTRUMENTATION

3.1 Temperature Sensitive Paint

3.1.1 History and Background

Temperature sensitive paint has become a valuable and non-invasive experimental

aerodynamic measurement tool. The paint is composed of an immobilized lumines-

cent molecule in a polymer-based paint. Due to the process of thermal quenching

(described in greater detail in section 3.1.3), the intensity of the luminescence de-

creases with increased temperature. TSP is capable of providing excellent spatial

resolution (usually limited by the image acquisition system) as well as good tem-

perature resolution, on the order of 0.2-0.8◦C [46]. However, the error is largely

dependent upon the particular experimental setup [47]. Using the known values of

material properties, the acquired temperature data can be used to quantify the heat

transfer.

Although TSP is a fairly recent innovation dating back only about 20 years, TSP’s

predecessors, thermographic phosphors and thermochromic liquid crystals, have been

in use in aerodynamic applications since the 1950’s. A family of thermographic phos-

phors can provide useful measurements across a temperature range from about 290 K

up to 1600 K [46]. Unlike TSP, thermographic phosphors are typically applied to

a model surface in powder or crystal form instead of being applied in a polymer

paint [48]. TSP also has the benefit of being useful at cryogenic temperatures from

about 100 K up to about 423 K [49]. A family of TSP’s, used in supersonic and

hypersonic experimentation, as well as in cryogenic applications, was developed at

Purdue University [46].
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3.1.2 Uses of TSP

TSP has been used in a wide range of aerodynamic conditions with varying degrees

of effectiveness. The paints have been used in low-speed applications [50]. The TSP

technique has also been used in Purdue’s Mach-6 tunnel. One inherent limitation

of TSP as used in the Mach-6 tunnel is the low stagnation temperature. The corre-

sponding low heat transfer means the signal-to-noise ratio is not as high as would be

seen in higher enthalpy facilities. However, Matsumura [51] successfully employed the

TSP technique on a generic scramjet forebody in the BAM6QT. He was able to de-

tect streamwise vortices and also transition. He was unable to successfully reduce the

temperature data to heat transfer, however. Swanson [52] also used TSP extensively

in the Mach-6 tunnel. He observed crossflow vortices breaking down to turbulence

on a cone. The methodology used in the present experiments is very similar to that

used by Matsumura and Swanson.

Recently, Watkins et al. [53] utilized TSP to successfully quantify heat transfer

and augmented heating from reaction control thrusters on Apollo and Orion-like reen-

try capsules at Mach 9.6 with a stagnation temperature T0=1000 K. Ref. [54] reports

the development and use of TSP for use on Orion at Mach 10 in the Arnold Engi-

neering Development Center’s hypervelocity Tunnel 9. Overcoming significant facility

issues associated with the high Reynolds number and high enthalpy, quantitative heat

transfer data have been extracted from the TSP.

3.1.3 Photophysics of TSP

TSP is based on the reversible process known as thermal quenching. When a

molecule of the luminophore in a TSP absorbs a photon of radiation, it causes the

molecule to transition from its ground-energy state, S0, to an excited electronic state

(e.g. S1, S2, T1), where the singlet state is denoted by S and the triplet state is

denoted as T [46]. The singlet state maintains spin-pairing between the excited

and ground state electrons while in the triplet state, the spins of the two electrons
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become unpaired [48]. The first excited triplet state, T1, is of lower energy than the

first excited singlet state, S1. The absorption and promotion to the first singlet state

is described symbolically as S0 + h̄ν → S1 where h̄ is Plank’s constant and ν is the

frequency of the excitation light.

Since lower energy states are preferred, the excited electron returns to the ground

state through a combination of radiationless and radiative processes. The luminescent

phenomenon known as fluorescence is the radiation transition from the first excited

singlet state to the ground state: S1 → S0 + h̄νf where νf is the frequency of the

emitted radiation. The transition from an excited triplet state to the ground singlet

state is the luminescent process known as phosphorescence: T1 → S0 + h̄νp where νp

is the frequency of the emitted radiation. Phosphorescence typically lasts longer than

fluorescence.

The molecule can reach an excited triplet state through two mechanisms. It can

be directly excited to the triplet state from the ground singlet. However, this process

is much less probable than excitation to a singlet state [48]. An excited singlet state

can undergo radiationless vibrational relaxation to the lower-energy triplet state.

This is one form of radiationless deactivation. Additionally, excited singlet states can

transition back to the ground state in a radiationless deactivation where the excess

energy is released as heat: S1 → S0 + ∆ where ∆ denotes the heat released [46].

If radiative transitions dominate the return to the ground state, then the emission

intensity of the luminophore is high. If, however, radiationless transitions dominate,

the emission intensity will be low. It has been shown that the dominance of one of

these de-excitation pathways over the other (radiative vs. radiationless) is temper-

ature dependent for some luminophores. Thermal quenching refers to the process

of higher temperatures causing radiationless transitions to dominate de-excitation.

Thus the emission intensity of the TSP can be used to determine the luminophore’s

temperature [55].
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3.1.4 Quantitative Data from TSP

Since the emission intensity of certain luminophores is temperature dependent,

there are two common methods used to collect quantitative temperature data from

TSP. In both methods, the TSP is illuminated with a light source of the correct

frequency to excite the luminophore.

For the technique used in the current research, the temperature cannot be de-

termined directly from the local emission intensity due to non-uniform lighting and

non-uniform TSP-layer thickness. Instead, the emission intensity is recorded for a

nominally uniform model temperature just prior to running the tunnel. This is re-

ferred to as the “wind off” image. The model temperature is likely not completely

uniform. After pressurizing the tunnel, the model temperature was allowed to equi-

librate for no less than 30 minutes before running the tunnel. Under the conditions

of interest, the emission intensity is recorded again. These images are the “wind on”

images. A third image is recorded with the illumination source turned off and the

ambient light reduced as much as possible. This image is subtracted from both of the

images with illumination, on a pixel-by-pixel basis. Since they are subtracted off, this

procedure removes the effect of both ambient light and dark current in the camera. A

ratio of the two images then mostly removes the effects of non-uniform illumination.

The signal-to-noise ratio from pixel to pixel then varies, but this effect is assumed to

be negligible over most of the area of interest. The local TSP temperature can then be

determined from a simple intensity-ratio calibration performed at known conditions.

In the TSP calibration, the emission intensity of a small coupon coated with TSP

is recorded for a number of known temperatures. Choosing one of these temperatures

as a reference condition, a ratio of the intensities corresponding to other temperatures

to the intensity at the reference condition is calculated. The reference temperature

should be equal to the nominally uniform temperature of the model prior to a run.

These data then form a discrete set of intensity ratio and temperature combinations.

A curve fit can be found for these points.
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Figure 3.1 shows the TSP calibration rig. The TSP-coated coupon is attached

to the end of a long metal post using Omega Omegatherm 201 thermal conductive

paste. T-type thermocouple leads are secured between the post and the back side of

the coupon. The thermocouple output is connected to an Omega Model 650 Type T

Thermocouple Thermometer. The back side of the post is exposed to heat transfer

fluid. The fluid’s temperature is precisely controlled by a PolyScience digital temper-

ature controller. The coupon and post are contained in a sealed vessel. There is thus

some radiative heat transfer and free convective heat transfer from the post to the

air, but convection should be minimized. It may be better to calibrate at vacuum to

reduce the effects of convection, but the effect of convection was assumed to be small

and the calibration was done at one atmosphere.

(a) Thermal fluid heater (b) Calibration chamber

Figure 3.1: TSP calibration rig

A typical calibration curve is shown in Figure 3.2. Here, a reference temperature

of 303 K was used, since that is the estimated model surface temperature. A fourth

order least-squares fit of the temperature ratio and intensity ratio data yielded the

following relation:

T

Tref

= −0.730
(

I

Iref

)4

+ 2.530
(

I

Iref

)3

− 3.136
(

I

Iref

)2

+ 1.499
(

I

Iref

)

+ 0.837 (3.1)
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Figure 3.2: Typical TSP calibration

For the purposes of the present experiments, TSP is fairly quantitative in temper-

ature. Efforts are underway to make it reliably quantitative in temperature and heat

transfer. At present, the uncertainties associated with this method are too large for

highly accurate quantitative results. However, this technique has demonstrated con-

sistently that temperature scales monotonically with intensity. To reliably measure

the location of transition, precise temperatures are not needed.

There are several uncertainties regarding this technique and its use in the BAM6QT.

The effect of pressure on the luminescence of the paint is unknown. Matsumura

et al. [56] did a preliminary investigation of this uncertainty using a different lu-

minophore that is known to be more sensitive to pressure. Additionally, the current

calibration instrumentation only measures temperature to a precision of 1 K (1.8◦R).
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This introduces uncertainty into the calibration, as seen in the error bars in Figure 3.2.

The effect of nonuniformities in the thickness of the paint layer is also unknown. The

extent of lateral heat conduction, both in the paint layer and in the model substrate,

is unknown. Finally, the effect of variations in the initial model-substrate temperature

has not been thoroughly investigated.

The model generally moves during tunnel startup and during the tunnel run. This

gives rise to some error when taking the ratio of the wind-on images to the wind-off

image. Thus, an image registration and alignment technique was used to correct for

model and tunnel movement. Registration marks were placed on the model in known

locations. The model was held in place on a machining mill with a digital position

readout. A marker was placed in the mill. Its position relative to the model was known

to within about 1.5 mm (0.06 in.). Marks could then be placed on the model surface

with their physical coordinates known. A commercial software package, OMS Lite,

was used to align, subtract the background, and ratio the images. Pixel coordinates

were then converted into physical coordinates by using the known locations of the

registration marks to their corresponding pixel locations. An average pixel per length

value was found by using the two most distant registration marks. This value was then

used to find the physical locations of the registration marks relative to one another.

The window through which the model was imaged has a radius of curvature of

about 12.1 cm (4.75 in.). This radius varies somewhat with streamwise distance.

When the camera is mounted perpendicular to the window’s centerline, curvature

effects become increasingly significant for off-centerline locations. These effects were

assumed to be negligible since the portions of the model that were imaged were

nearly planar and only deviated from the centerline by about 1.5 cm (0.59 in.) for

the windward surface and 3.1 cm (1.22 in.) for the leeward surface.
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3.1.5 TSP Equipment

A Photometrics SenSysB scientific-grade charge-coupled device (CCD) camera

was used to obtain all TSP images of the model’s windward surface. Light at 464 nm

was used to excite the paint. During each run, photographs were taken as fast as the

hardware would allow, about one image every 0.6 s. When the oscilloscopes triggered

at tunnel startup, the camera began taking pictures with a manually-set exposure

length. The exposure was generally set to less than 200 ms. This camera had a

resolution of 768 by 512 pixels.

All of the TSP images on the leeward side were taken with a PCO.1600 CCD dig-

ital camera. This camera had a pixel resolution of 1600 by 1200 pixels, substantially

increasing the spatial resolution. No binning was ever used. Again, the manually set

exposure length was typically less than 200 ms. In order to take the maximum num-

ber of images possible, an external triggering signal was necessary for each individual

image. In this configuration, images could be captured at a maximum rate of about

3.3 Hz.

Both cameras output a signal when the shutter is open. This signal was recorded

and used in subsequent data processing, along with stagnation pressure measure-

ments, to calculate the Reynolds number for each image. The process for Reynolds

number calculations is described in detail in Section 3.5.

3.2 Hot Wires

A hot wire was used to make measurements of mean flows and boundary-layer

disturbances. A hot-wire probe consists of a length of very fine wire (on the order

of 0.0002 inches in diameter) welded between two probe arms. The probe is then

typically connected to a constant temperature anemometer (CTA), a constant current

anemometer (CCA), or a constant voltage anemometer (CVA). The CTA and CCA

are the most commonly used anemometers [57].
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A hot wire acts as the fourth leg of a Wheatstone bridge electronic circuit. A

CTA schematic can be seen in Figure 3.3. The CTA operates by holding the hot

wire at a fixed temperature that is higher than the surrounding fluid. As the fluid

flows past the wire, the amount of heat transfer from the wire to the fluid changes

as the flow changes. The changing heat flux from the wire to the flow changes the

wire temperature. This unbalances the Wheatstone bridge. The amplifier responds

very rapidly by changing the electric potential across the wire. This restores the

wire temperature, and thus its resistance, back to the original set value, effectively

balancing the bridge. By recording this ‘bridge’ voltage and applying a calibration, it

is possible to infer the mass flow or stagnation temperature of the fluid past the wire,

depending on the wire overheat ratio, τ . The overheat ratio is directly related to the

wire temperature. In order to determine if the wire temperature is high enough to

make the CTA most sensitive to mass-flux fluctuations, τ must be calculated. τ is

defined as follows:

τ ≡
Tw − Te

T0

(3.2)

where Te is the recovery temperature of the wire, and T0 is the stagnation temperature

in the flow. Te is near, but not equal to T0 for supersonic flow. The wire does not

fully recover the stagnation temperature due to viscous dissipation of energy. For

continuum flow, Te/T0 was found to be 0.95-0.97 for a wide range of supersonic Mach

numbers. This is a result of the Mach-number independence principle [58]. For high

overheat ratios, greater than about τ=1, the hot wire becomes most sensitive to

mass-flux fluctuations. For lower overheat ratios, the hot wire is most sensitive to

temperature changes [58].

To accurately determine the temperature of the wire, a simple calibration must

be performed. The wire must be held at a fixed and known temperature and its

resistance recorded. The temperature is then adjusted to a number of values and

the wire resistances recorded. They are then fit to the following relation, given in

Ref. [59]:
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Rw = Rref(1 + α(Tw − Tref)) (3.3)

where Rw is the wire resistance, Rref is the wire resistance at some reference temper-

ature, Tw is the wire temperature, and Tref is the reference temperature, and α is the

temperature coefficient of resistance and is determined from a least squares linear fit

of the data. Thus, for a selected wire resistance, the wire temperature can be found

from Eq. 3.3.

For the wires used in the present work, Rw/Rref was generally set to about 1.8,

with Tref as room temperature, 294 K (529.2◦R). The ratio Te/T0 is assumed to be

0.96, and α for one 0.0051 mm- (0.0002 in.) diameter wire was found to be 0.0012 K−1

(0.00067◦R−1). For Rw/Rref , Tw and τ were found to be 961 K (1730◦R) and 1.26,

respectively. When Rw/Rref was reduced to 1.7, this changed the values of Tw and

τ to 877 K (1579◦R) and 1.07, respectively. In both instances, τ is high enough to

make the CTA be primarily sensitive to mass flux.

Figure 3.3: Simplified CTA circuit
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Due to the short run times and the changing stagnation conditions in the BAM6QT,

hot wires cannot be calibrated in situ as would be preferred. Instead, following Rufer’s

method [20], hot wires were calibrated in the SSJ. Although the stagnation temper-

ature and pressure can be independently varied in this facility, the conditions in the

BAM6QT cannot be replicated. At present, a Mach number of 4 is the highest that

the jet can run. Nevertheless, reasonable calibrations that fall within the scatter of

benchmark calibration data can be obtained.

In order to calibrate the wire, it was installed in the SSJ. Prior to starting the

facility, the wire was tuned to the maximum possible frequency response and was

positioned above the location of the jet. This keeps the wire from experiencing the

large, unsteady forces of startup. After the jet was successfully running at the set

stagnation pressure, the plenum heater temperature was increased and the jet was

run until the stagnation temperature was near 160◦C (320◦F). The wire was then

gently lowered into the flow. The stagnation pressure was varied from 138 to 276 kPa

gauge (20 psig to 40 psig). Static temperature and pressure were measured in the

plenum. These quantities are equal to the stagnation conditions in the jet due to

isentropic expansion. The temperature was measured using a type J thermocouple

and a Fluke 51 II digital thermometer. The pressure was monitored using an Ashcroft

temperature-compensated test gauge with a range of 0-100 psig and an accuracy of

0.25%. Below 138 kPa gauge (20 psig), Rufer [20] reports large separations that

change the mean flow characteristics. Unfortunately, the mass fluxes corresponding

to those lower pressures (< 48 kg/m2s, 9.8 lb/ft2s) are closer to the mass fluxes in

the Mach-6 tunnel. For each of seven pressures, the plenum pressure and tempera-

ture were recorded and the output voltage from the CTA was recorded on a digital

oscilloscope for one second.

The relationship between anemometer voltage and mass flux is of the following

form [60]:

e2 = Af(τ) + Bg(τ)(ρU)n (3.4)
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where e is the anemometer voltage, ρU is the mass flux, A and B are empirical

constants, n is a function of flow and wire parameters, and f and g are functions of

the overheat ratio. In the jet, the stagnation temperature, and thus the wire overheat

ratio, were held as close to constant as possible. The stagnation temperature actually

varied from 150.7 to 156.6◦C. With the assumption of constant τ , f and g in Eq. 3.4

are also constant and assumed to be unity. Following Rufer’s method, n was taken

to be 0.7. A and B can then be found by relating the bridge voltage for known mass

flux at constant stagnation temperature.

The mass fluxes for the various conditions in the SSJ were found in the following

manner. Mass flux, by making use of the ideal gas law, can be expressed as

ρU =
P

RT
Ma =

P

RT
M

√

γRT = PM

√

γ

RT
(3.5)

where P is static pressure, T is static temperature, R is the gas constant for air,

M is the Mach number, and γ is 1.4, the ratio of specific heats for air. Assuming

an isentropic expansion through the nozzle, mass flux can be expressed in terms of

stagnation conditions as follows:

ρU = P0M

√

√

√

√

γ

RT0

(

1 +
γ − 1

2
M2

)
−γ−1

γ−1

(3.6)

Quantities with a subscript 0 are stagnation conditions. Rufer found the Mach num-

ber in the jet to be a nearly constant 3.9 over the calibration pressure range. This

value was used for mass flux calculations. In this manner, the recorded bridge volt-

ages corresponded to known mass fluxes. A least-squares linear curve fit was found

relating (ρU)0.7 to e2, effectively solving for A and B in Eq. 3.4. A sample calibration

is shown in Figure 3.4. The Mach-6 tunnel provides freestream mass fluxes up to

about 90 kg/(m2s). This corresponds to (ρU)0.7 of 24 (kg/(m2s))0.7. However, the

tunnel was not operated at these conditions. The calibrated hot wire was used for

freestream ρU ≈30 kg/(m2s). The corresponding (ρU)0.7 is only 11 (kg/(m2s))0.7.

Measurements in the model boundary layer are even lower than this. Thus, the cal-

ibration must be extrapolated in order to quantify measurements in the boundary
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layer. The calibration should still hold in the supersonic portion of the boundary

layer due to the Mach-number independence principle.

Thus, for a given anemometer voltage at the same stagnation temperature as was

used in the calibration, mass flux can be easily calculated. If the Mach-6 tunnel is

run at the same stagnation temperature as was used in the calibration, 433 K, the

calibration should be valid in the Mach-6 tunnel.
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Figure 3.4: Sample hot-wire calibration

For all hot-wire data presented, the CTA was a TSI IFA100 anemometer. The 1:1

bridge was always used. The electronics for the 1:1 bridge were custom modified to

allow high frequency responses to be obtained. Using the 1:1 bridge, a static resistor

equal to the desired hot-wire resistance is used in the arm of the Wheatstone bridge

opposite the hot wire.

An Infinity Model K2 long-distance microscope was used to determine the distance

a hot-wire probe was from the model. The microscope was fitted with corrective optics
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used to mitigate the effect of the curvature of the tunnel window. The microscope

was placed as close to the window and the location at which it would be used as

possible. When looking through the eyepiece, enumerated hash marks are visible.

The hot wire was aligned with one of the hash marks and moved a known distance

using a computer-controlled traverse. The number of marks that the probe moved as

viewed through the eyepiece was counted, and a mark per mm (0.04 in.) value was

obtained. Typically, there were 8-9 marks per mm (0.04 in.). The number of marks

between the wire and model could then be converted into a distance. Often, it was

difficult to determine a precise location for the model surface and the hot wire. Even

with the corrective optics, the microscope could not focus perfectly on the wire.

3.3 PCB Pressure Sensors

Five PCB 132A31 piezoelectric fast pressure transducers were surface-mounted in

the model and used to make measurements of disturbances in the boundary layer.

The sensors have a diameter of 3.18 mm (0.125-in.). They cannot measure mean pres-

sures. Rather, these sensors are designed to sense high-frequency fluctuations. They

are commonly used to measure the arrival time of shock waves. Although not designed

specifically to measure second-mode instabilities in hypersonic boundary layers, they

have, to date, been very successful at this task. Amplitudes of measured pressure

fluctuations were found by applying the manufacturer-supplied voltage/pressure sen-

sitivity.

Holes for the sensor were drilled for a slip fit around the sensor. The sensors were

held in the model by coating both the inside of the holes and also the outside of the

sensors with nail polish. This should allow them to be removed with relative ease

without damaging them.
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3.4 Oscilloscopes

With the exception of TSP images, all data were recorded using Tektronix dig-

ital oscilloscopes. Two model DPO7054 oscilloscopes were available, as well as one

model TDS7104. All three oscilloscopes were always operated in “Hi-Res” mode

whereby data were sampled at more than the set sampling frequency and then av-

eraged real-time into memory at the set sampling rate. This allowed an increase in

signal resolution.

3.5 Freestream Reynolds Number Calculation

For Reynolds number calculations, the stagnation pressure was measured using

a Kulite model XTEL-190-200A pressure transducer that is surface mounted in the

entrance to the contraction. The Mach number there is very low. Thus, the static

pressure at this location is essentially equal to the stagnation pressure in the nozzle.

Static pressure in the nozzle was found by assuming isentropic expansion through the

nozzle and using the isentropic pressure relation. The Mach number was taken to be

6.0 for quiet runs and 5.8 for noisy runs.

As per Ref. 61, the stagnation temperature was found by the following relationship:

T0

T0,i

=
P0

P0,i

γ+1

γ−1

(3.7)

where T0 and P0 are the stagnation temperature and pressure, respectively, T0,i and

P0,i are the stagnation temperature and pressure at the beginning of a tunnel run,

respectively, and γ is the ratio of specific heats for air, 1.4. Here, T0,i was assumed to

be 433 K(779 ◦R), the set temperature of both the driver tube and the air entering

it. The static temperature in the nozzle was found using the isentropic temperature

relation. Sutherland’s law was used to find viscosity at the calculated static tem-

perature. The velocity in the nozzle was found by using the assumed Mach number

and the calculated static temperature in the nozzle. Finally, the static density was

found by assuming a perfect gas and using the perfect gas law. Thus, by measuring
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the pressure in the contraction entrance, the freestream Reynolds number could be

calculated for any time during a tunnel run.
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4. WINDWARD MEASUREMENTS

4.1 Motivation

It is important that the boundary layer entering the scramjet inlet on the wind-

ward surface of the model be turbulent. A turbulent boundary layer is less susceptible

to separation resulting from a shock/boundary layer interaction. The shock train in

the isolator of a scramjet engine could potentially separate a laminar boundary layer

there. A separated boundary layer in the engine may cause it to unstart and not

produce any thrust. This could end in a loss of the vehicle.

In order to ensure a turbulent boundary layer entering the inlet, an array of dis-

crete roughness elements is to be used as boundary layer trips on the X-51A upstream

of the compression corner on the vehicle’s windward surface. The sizing of the bound-

ary layer trips is a balance between two competing effects. The trips must be large

enough to cause transition. If the trips are too large, however, they could cause exces-

sive momentum loss, possibly invalidating propulsion measurements [62]. Oversized

trips will also add unnecessary drag to the vehicle, adversely impacting performance.

Freestream noise is known to induce early boundary-layer transition for some

transition mechanisms. If this were also true for roughness-induced transition, such

as that on the windward surface of the X-51A, a potential sizing problem arises. If the

trips were sized based on experiments in facilities with conventional noise levels, the

trips may be effective in a high-noise environment. However, with the low freestream

noise levels of flight, those trips could prove to be ineffective if freestream noise affects

roughness-induced transition. Thus, a study of the effectiveness of several boundary

layer trip geometries with conventional-tunnel and low flight-like noise levels was

performed.
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A smooth strip and three trip strips with different roughnesses were used in the

model at a streamwise location of x=6.30 cm (2.48 in.). Two of the trip strips are

composed of ramp-shaped roughness elements while the other has diamond-shaped

trips. The roughnesses have the same geometry as those used by Berry et al. [63]

on the Hyper-X model. Berry’s trips were designed to generate a series of counter-

rotating vortex pairs that were somewhat smaller than the boundary layer height.

The diamond-shaped trips had been found to be successful for experiments at NASA

Langley involving the Space Shuttle Orbiter, X-38, NASP, Hyflite, and HySTP pro-

grams. The particular trip geometries were of interest to the Boeing Company and

were supplied to the author.

A photograph of the three types of strips used in the Purdue model can be seen

in Figure 4.1. Here, the flow is from top to bottom. The upstream edges of the

ramp roughnesses are at the same height as the model surface. Moving downstream,

they rise up above the model surface and also become increasingly narrow. At the

downstream edge, the ramps of one trip strip have a maximum height of 0.076 cm

(0.030 in.). The maximum ramp height on the other strip is 0.038 cm (0.015 in.).

Due to difficulties in getting the larger roughness strip to fit in the model, a 0.013 cm

(0.005 in.) shim was placed under the insert. This caused small forward-facing

steps at both the upstream and downstream edges of the strip. A skilled machinist

measured the step heights along the centerline and found them to be about 0.013 cm

(0.005 in.) for the upstream step and 0.008 cm (0.003 in.) for the downstream

step. The diamond-roughness strip has diamond-shaped roughness elements that

are 0.305 cm (0.120 in.)-wide across the diagonal and 0.152 cm (0.060 in.) high.

The diamond strip was flush with the model surface. For the ramp strip, the model

centerline runs between two roughness elements. For the diamond case, the centerline

runs directly through a roughness element.
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(a) Smooth insert

(b) Ramp trips

(c) Diamond trips

Figure 4.1: Trip inserts for model. Flow is top to bottom.

4.2 Effect of Tunnel Noise on Roughness-Induced Transition

Separate runs were made with an initial stagnation pressure of 655 kPa (95 psia)

with each insert in the model. The tunnel was run under noisy and quiet conditions

to assess the effects of noise on natural and roughness-influenced transition. This

pressure was selected because, at the time, it was the highest stagnation pressure for

which the tunnel gave low freestream noise levels.

When the tunnel is run noisy (with the throat bleed suction turned off), the

total mass flux out of the driver tube decreases by about 27.5% from the bleeds-open

case [64], the nozzle-wall boundary layer becomes turbulent, the flow becomes noisy,

and the mean Mach number decreases from about 6.0 to about 5.8 due to the difference

in the displacement thicknesses between the laminar and turbulent boundary layers.

This, in turn, means that the freestream Reynolds-number drop with time is less with

the bleeds closed than with the bleeds open. When comparing data taken under noisy

and quiet conditions, a choice needed to be made regarding whether to compare data

at the same freestream Reynolds number or to compare data taken at the same time

after the start of the run. The problem with comparing data at the same Reynolds
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number is that these data were taken at significantly different times during the run.

It has been observed that over the course of a run, the mean temperature of the nylon

increases. This affects the TSP data.

This effect can be clearly seen in Figure 4.2. Shown here are streamwise temper-

atures for two different runs with low noise, initial stagnation pressures of 804 and

939 kPa (116.6 and 136.2 psia), and equal initial stagnation temperatures of 433 K

(779◦R). The runs will be referred to as Run A and Run B, respectively. The gaps

in the data are due to the registration marks along the model centerline. The dashed

line denotes the location of the compression corner. These data were collected when

the freestream Reynolds numbers were matched at 8.5×106/m (2.6×106/ft). This

condition was met at time t=0.7 s for Run A and t=5.3 s for Run B. For Run A,

the stagnation pressure had decreased 2.4% and the stagnation temperature had de-

creased by 1.4%. For Run B, these values were 28.2% and 9.4%, respectively. Even

though the freestream Reynolds numbers are matched for these streamwise plots, the

mean streamwise temperature of Run B at t=5.3 s is 4.7 K (8.3◦R) higher than the

mean streamwise temperature of Run A at t=0.7 s. This is a significant difference

considering that the maximum temperature change along the centerline for the data

from Run A is only 5.5 K (9.9◦R). Additionally, the streamwise location of the high-

est temperature does not match for the two cases; for Run B, it is 1.4 cm (0.6 in.)

downstream of the peak shown for Run A.

Thus, images taken at different times during the run are not readily compared

in terms of temperature or heat transfer. It was therefore decided to compare data

taken at similar times into a run. This leads to a small variation in Reynolds numbers

when comparing these data. The difference in the Mach number between quiet and

noisy tunnel runs also leads to a difference in Reynolds number for equal stagnation

conditions.

In addition to the TSP data, an uncalibrated polyimide-substrate hot film was

glued on 26.7 cm (10.5 in.) downstream of the leading edge and about 3.18 cm

(1.25 in.) off the centerline, as shown in Figure 2.4b. The manufacturer-supplied tem-
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Run A, t=0.7 sec.
Run B, t=5.3 sec.

Figure 4.2: Centerline temperature for two runs at Re=8.5×106/m (2.6×106/ft), but

different times during the runs due to different initial conditions

perature coefficient was 0.34%/◦C. It was always operated with an in-house constant

temperature anemometer (CTA) at an overheat ratio of 1.31, based on resistances,

giving the film a temperature of 389 K (700◦R). This hot film was used to determine

if the boundary layer was laminar or turbulent. Schmisseur et al. [65] used a similar

technique in Purdue’s Mach-4 quiet tunnel.

The hot-film temperature, 389 K (700◦R), is significantly less than the 433 K

(779◦R) stagnation temperature in the tunnel. This is also likely less than the re-

covery temperature. The manufacturer-supplied information stated that the hot-film

temperature should not be above 423 K (762◦R). It is questionable how the film could

work properly since it was probably not hot compared to the local flow. The model

was at a much lower temperature, only about 300 K (540◦R). A simple Taylor-Maccoll

code was run for a 4-degree half-angle cone at Mach 6.1 and a stagnation temperature

of 433 K (779◦R) in order to find a very rough estimate of the edge temperature. For

the cone case, the edge temperature was 56 K (101◦R). This gives a very rough idea

of the model edge temperature. However, the model geometry is distinctly different
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from that of a cone. The hot-film signal is uncalibrated and thus only useful for

qualitative analysis.

The data were recorded on the Textronix DPO7054 oscilloscope at a sampling

rate of 2 million samples per second. The oscilloscope was operated in ‘Hi-Res’ mode

whereby the 8-bit data were sampled at a higher frequency and then averaged real-

time into memory to obtain 11-12 bits at the set sampling frequency.

TSP and hot-film data will first be presented for the smooth-insert case. TSP

and hot-film data will then be shown for the ramp trips and also for the diamond

trips. At present, the TSP technique is not able to provide reliable quantitative heat-

transfer rates. In order to verify what was suspected from the TSP data, a hot wire

boundary-layer probe was used to determine the state of the windward boundary

layer at different streamwise locations for the quiet runs with trip strips. The hot-

wire data will be shown for a slightly lower freestream Reynolds number than the

TSP data. When the hot-wire data were collected, the maximum quiet pressure in

the BAM6QT had dropped from 655 kPa (95 psia)to around 552 kPa (80 psia). This

meant that hot wires could not be used at the same conditions as those in the previous

measurements. It was thought that the 11% drop in initial Reynolds number would

not make much difference in the results. Nevertheless, for completeness, new TSP

images at the reduced quiet flow conditions were obtained for the ramp and diamond

roughness inserts. Additionally, at this reduced pressure, the nozzle-wall boundary

layer tended to separate for about one second some time between 1.0 and 1.5 seconds

into the run. Thus, images shown for the reduced quiet pressure runs were always the

second image captured, instead of the fourth as for the higher-pressure runs. This

was generally about 0.7 s into the run, as opposed to 1.7 s for the higher pressure

runs.
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4.2.1 Smooth Insert

Figure 4.3 shows the surface temperature distributions with the smooth insert un-

der quiet and noisy conditions, at freestream Reynolds numbers of 6.59 and 7.4×106/m

(2.0 and 2.3×106/ft), respectively. The stagnation temperatures (T0) and pressures

(P0) were T0=418 K (752◦R) and P0=586 kPa (85 psia) with the tunnel running

quietly. With the noisy tunnel, T0=424 K (763◦R) and P0=621 kPa (90 psia). The

dashed red line indicates the compression corner. Figure 4.4 shows the streamwise

temperature distribution on the centerline. The gaps in the data are due to the regis-

tration marks on the model surface. The compression corner is marked by the dashed

black line.

(a) Quiet flow, Re=6.6×106/m (2.0×106/ft)

(b) Noisy flow, Re=7.4×106/m (2.3×106/ft)

Figure 4.3: Surface temperature (K) under quiet and noisy conditions with smooth

trip insert

Under quiet conditions, both the TSP image and the centerline temperature dis-

tribution show that the temperature increases downstream of the compression corner
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Figure 4.4: Centerline temperature for smooth insert, quiet and noisy flow
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Figure 4.5: Hot-film spectra for smooth insert, quiet and noisy
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followed by a nearly monotonic decrease for the rest of the extent of image. This

strongly suggests a laminar boundary layer over the entire length of the nylon insert.

Faint streaks are also visible in the TSP image. They are most likely due to the

presence of streamwise vortices near the model surface. Refs. 66 and 67 both report

seeing similar “striations” in hypersonic flow downstream of a compression corner. In

both cases, they are attributed to the formation of Görtler vortices over the concave

flow curvature near the reattachment region downstream of the corner. It seems likely

that the streaks here are likewise due to Görtler vortices.

Figure 4.5 shows hot-film spectra for pre-run, quiet, and noisy data that also

suggest that the boundary layer is laminar toward the aft end of the model since the

quiet-tunnel spectrum falls nearly on top of the pre-run spectrum. The low power of

the low frequencies, especially when compared to the noisy tunnel data, are indicative

of a laminar boundary layer. A turbulent boundary layer is expected to have much

higher power, especially for low frequencies.

The results for the noisy tunnel case are very different and clearly discernible

in Figures 4.3-4.5. For the noisy case, after the expected rise at the corner, the

temperature rises at an increased rate starting at about x=17.8 cm (7.0 in.), peaks

at about x=26.8 cm (10.6 in.), and then decreases to the end of the model. This

sudden rise in surface temperature is a strong indicator of transition onset. The

much higher power in the hot-film spectrum also strongly suggest transition under

noisy tunnel conditions. From Figure 4.4, it is reasonable to assume that centerline

transition onset takes place at around x=14.0 cm (5.5 in.). This is where the centerline

surface temperature under noisy conditions significantly departs from that under

quiet conditions. Although no hot-wire measurements were made to confirm TSP

results with the smooth-wall case, hot-wire measurements with transition induced by

roughness strips do support these conclusions.

A better method of transition-onset determination would be to compare exper-

imental heat transfer rates to computed laminar heating rates. Transition onset is

taken to be the location where the measured heat transfer departs from the com-
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puted laminar value. This technique has been used successfully by NASA. See, for

instance, Refs. 68–70. However, for the present work, laminar heating rates are not

available and the TSP does not provide accurate heat transfer. Thus, assuming tran-

sition when the surface temperature departs from the nominally laminar case is the

transition onset criterion used for these experiments.

It is difficult to know whether the distance from the leading edge, distance from

the strip, or distance from the compression corner is the appropriate length parameter

for transition. The presence of the compression corner likely has a destabilizing effect

on the the boundary layer [71]. However, it may be that the distance from the trips is

the most important length factor. For the smooth-walled case, however, the distance

from the nose is taken to be the most important length. Transition Reynolds numbers

based on freestream conditions and all three lengths will be reported. It would be

better to calculate the Reynolds number based on edge conditions. Obtaining edge

conditions is beyond the scope of the current effort.

Reducing freestream noise levels from conventional to quiet levels caused the tran-

sition Reynolds number based on distance from the nose to increase by a factor of

at least 2.2 from 1.0×106 to greater than 2.3×106. The actual increase cannot be

determined since the flow is laminar past the end of the model under quiet conditions

at the maximum quiet Reynolds number. The transition Reynolds number based on

distance from the strip increases by a factor of at least 3.2 from 0.6×106 to at least

1.9×106. Based on distance from the corner, the transition Reynolds number increases

by a factor of at least 8.9 from 0.2×106 to 1.5×106. The results are summarized in

Table 4.1.

The vortices observed under quiet flow suggest that the dominant natural, un-

tripped transition mechanism may not be only due to the amplification and breakdown

of first or second mode waves. Spanwise spreading of the streamwise vortices indicates

outward directed cross flow. Natural transition may be dominated by the breakdown

of vortices generated by the three-dimensional leading-edge, three-dimensional cross-

flow, or the Görtler instability near the reattachment region. Transition may also be
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Table 4.1: Transition Reynolds numbers with smooth trip insert

ReL Noisy Quiet Increase

Nose 1.0×106 >2.3×106 >2.2

Trips 0.6×106 >1.9×106 >3.2

Corner 0.2×106 >1.5×106 >8.9

due to some complex coupling of these modes with a shear layer instability above a

separation bubble at the corner [71].

4.2.2 Ramp Roughness Insert: 0.76-mm Maximum Height

Figure 4.6 shows the surface temperature distribution with the larger of the two

ramp roughness strips under quiet and noisy conditions for Re=6.6 and 7.5 ×106/m

(2.0 and 2.3×106/ft), respectively. Here, kmax is the maximum height of the rough-

nesses and is 0.76 mm (0.030 in.) for the larger ramps. For the quiet case, T0=418 K

(752◦R) and P0=586 kPa (85 psia), while under noisy conditions T0=424 K (763◦R)

and P0=627 kPa (91 psia). There are clearly significant temperature differences in

both the streamwise and spanwise directions. No single cut of temperature can com-

pletely capture these variations.

Figure 4.7 shows the streamwise centerline temperature as well as the streamwise

temperature along the line y=-0.2 cm (-0.08 in.) for both noisy and quiet cases. The

y=-0.2 cm (-0.08 in.) corresponds to a trough in the temperature. Here, each point

along the centerline is the mean temperature of a 9 streamwise- by-7 spanwise-pixel

rectangle while each point along y=-0.2 cm (-0.08 in.)is the mean temperature of

a 9 streamwise- by 3 spanwise-pixel rectangle. The size of the averaging rectangles

were different because of the large temperature gradients in the y direction and the

relatively thin regions of lower temperature between the high-temperature streamwise



47

streaks. Figure 4.8 shows several spanwise temperature distributions under quiet flow.

Figure 4.9 shows spectra of the surface hot film signal.

(a) Quiet flow, Re=6.6×106/m (2.0×106/ft)

(b) Noisy flow, Re=7.5×106/m (2.3×106/ft)

Figure 4.6: Surface temperature (K) distribution with kmax=0.76 mm ramp trips

under quiet and noisy conditions

The significant difference between quiet and noisy flow is immediately evident

from the images. Along the centerline for the quiet case, the temperature increases

by about 6 K (11◦R) from the compression corner to x=15.2 cm (6 in). This is

significantly higher heating than for the smooth insert case shown in Figure 4.4,

which increased by only about 1 K (2◦R) downstream of the corner. This region of

high heating is followed by a decrease in temperature from x=15.5 cm (6.1 in.) to

x=21.6 cm (8.5 in.). At this point, the temperature increases sharply to a second

peak at x=25.7 cm (10.1 in.) followed by a gradual decrease to the end of the model.

It seems likely that the first temperature rise is due to the combination of compres-

sion heating as well as heating due to the laminar vortices near the model surface that

are shed from the trip elements. The streamwise vortices capture high-momentum
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Figure 4.9: Hot-film spectra for quiet and noisy flow, kmax=0.76 mm ramp trips

fluid from the freestream and cause it to impinge on the model surface, elevating

the temperature there. The streamwise streaks in Figure 4.6a are most likely due to

these vortices. In Figure 4.7, the centerline streamwise temperature is along a peak in

spanwise temperature of Figure 4.8. The streamwise temperature along x=-0.2 cm is

along a trough in the spanwise distribution. The maximum difference between peak

and trough temperatures is only about 1 K (2◦R) under quiet conditions with almost

no difference under conventional freestream noise levels.

The streamwise temperature decrease after the first peak is attributed to the thick-

ening laminar boundary layer. The second temperature increase, starting at around

x=21.6 cm (8.5 in.), is thought to be due to the onset of transition. Schneider [71]

states that the maximum surface temperature generally corresponds to the middle of

transition. Thus, at x=26.7 cm (10.5 in.), it seems that the boundary layer is well

on its way to being fully turbulent with the subsequent temperature decrease due to

the thickening turbulent boundary layer.
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Under conventional noise levels, this type of behavior is not seen. Rather, there is

a sharp rise in temperature at the corner, x=11.7 cm, (4.6 in.) to x=14.0 cm (5.5 in.).

This high-temperature peak is then followed by a nearly monotonic decrease to the

end of the model. The sudden rise in surface temperature and subsequent decrease

suggests that the boundary layer transitions just downstream of the corner. The hot-

film spectra in Figure 4.9 support the contention that the windward boundary layer

has transitioned at the hot film (x=26.7 cm, 10.5 in.) under both quiet and noisy

flow. The spectra lie almost on top of each other and show high power levels at the

lower frequencies.

The spanwise temperatures at streamwise stations of x=10.6, 15.5, 20.5, 25.5,

and 30.5 cm (4.1, 6.1 8.1, 10.0, 12.0 in.) in Figure 4.8 clearly reflect the temperature

behavior shown in Figure 4.7. The oscillations seen at x=15.5, 20.5, and 25.5 cm (6.1,

8.1, and 10.0 in.) are no longer visible by x=30.5 cm (12.0 in.). Over most of the

ramp, there is little axial growth of the oscillations. Rather, they seem to saturate

and then break down. This is further indication of a turbulent boundary layer on the

aft portion of the model.

As previously discussed, in order to determine if the conclusions drawn from the

TSP data were correct, a hot wire was to be placed in the boundary layer at sev-

eral streamwise locations. At this time, the maximum stagnation pressure providing

quiet flow had dropped from 655 kPa (95 psia) to 552 kPa (80 psia). Figure 4.10

shows the windward temperature distribution at Re=5.9×106/m (1.8×106/ft) for

the ramp-roughness trip at the reduced maximum quiet pressure used for the hot-

wire measurements. Figure 4.11 shows the centerline temperature. Here, T0=427 K

(769◦R) and P0=538 kPa (78 psia). In Figures 4.10 and 4.11, the solid lines mark

the streamwise locations of the hot wire measurements. The dashed lines show the

corner location. Qualitatively, the temperature behaves very similarly to what was

seen in Figures 4.6a and 4.7. There is an initial temperature rise downstream of the

corner followed by a decrease, a sharp rise, and then a steady decrease to the end

of the model. Because of the qualitative similarities, it was decided to proceed with
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the hot wire measurements to determine the state of the boundary layer. The results

were then extrapolated to the TSP images at the slightly higher Reynolds numbers

used earlier.

Figure 4.10: Surface temperature for Re=5.9×106/m (1.8×106/ft), quiet flow, ramp

trips
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Figure 4.11: Centerline temperature for Re=5.9×106/m (1.8×106/ft), quiet flow,

ramp trips

In order to accurately determine the state of the boundary layer, runs with the hot

wire positioned at x=15.0, 25.4, and 30.5 cm (5.9, 10.0, and 12.0 in.) were first made
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with the hot wire traversing through the boundary layer in order to determine its

thickness. The same uncalibrated hot wire was used for all three runs. It was hoped

that after uncalibrated runs were made, the experiments could be repeated with

calibrated wires. Facility and probe difficulties precluded calibrated experiments of

the same type. The wire’s typical square-wave frequency response was about 240 kHz.

The overheat ratio based on resistances was about 1.8, making it most sensitive to

mass-flux. The hot wire was a Platinum/10% Rhodium (Pt/Rh) wire with a diameter

of 0.00038 cm (0.00015 in.) and a length/diameter ratio of about 107. The data were

always sampled at 2 million samples per second.

Generally, the hot wire began the run at 0.7 or 0.9 mm (0.03 or 0.04 in.) from the

model surface. Over the course of about 6 seconds, it moved away from the model in

0.1 mm (0.004 in.) increments, stopping at each location for 200 ms. The distance

from the wall at each step was then plotted against the average CTA bridge voltage.

From this plot, Figure 4.12, the approximate boundary layer thickness was deduced.

Over the course of a typical run, the Reynolds number dropped by about 35%.

This means that by the end of the run, when the points furthest away from the model

were recorded, the boundary layer was considerably thicker than at the beginning of

the run. The hot-wire spectra were to be computed for data at around t=0.6 s, where

t is time from tunnel startup. The boundary layer edge was not usually crossed until

about t=4.5 s. Thus, a scaling procedure was used to approximate the boundary layer

thickness at t=0.6 s given a measured thickness at t=4.5 s. This scaling assumes that

transition did not move over the streamwise station of interest while the probe was

traversing the boundary layer. It also assumes that the thickness is proportional to

the inverse square root of the Reynolds number. The approximate boundary layer

thickness at t=0.6 s can be determined from the thickness measured at t=4.5 s through

the following relation:

δ(t = 0.6)

δ(t = 4.5)
≈

√

√

√

√

Re(t = 4.5)

Re(t = 0.6)
≈

√

√

√

√

p(t = 4.5)

p(t = 0.6)
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where δ is the boundary layer thickness and p is the stagnation pressure. The value of

this ratio is generally around 0.85. A location about 15% less than the experimentally

measured edge was usually chosen as the location to place the hot wire. This ensured

that the hot wire was inside the boundary layer and near the edge at the time the

spectra were computed. Also, it is expected and has been experimentally shown by

Rufer [72] in the BAM6QT that the amplitude of second mode instability waves is

greatest near the boundary layer edge. Thus, if second mode waves were present, it

was thought that they would be visible in the hot-wire spectra.

Figure 4.12 shows the results of the boundary-layer profile runs for streamwise

locations of x=11.4, 15.0, 25.4, and 30.5 cm (4.5, 5.9, 10.0, and 12.0 in.). The gaps in

the boundary layer profiles are because of a lack of data due to nozzle-wall boundary

layer separation. Ideally, boundary layer profiles would have been measured for these

streamwise stations for both trip strips. However, due to probe difficulties, tunnel

difficulties, and time constraints, profiles were measured for the ramp trips at only

the three downstream locations and for the diamond trips for the x=11.4 cm (4.5 in.)

case.
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Figure 4.12: Boundary layer profiles
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It is not a simple matter to obtain a value for the boundary layer edge location.

As can be seen, the voltage gradually approaches a peak value and then generally

decreases again. An approximate value for the edge location is all that could be

obtained. The boundary-layer thickness measured with the ramp trips was used as

an approximate value for the diamond roughness cases. Table 4.2 summarizes the

approximate experimental boundary-layer thicknesses for the various streamwise lo-

cations. It was at first surprising to find that the boundary layer was thicker at

upstream locations than for locations farther downstream. Given the unique nature

of the flow, however, this is not too difficult to explain. The flow at these loca-

tions is downstream of large roughness elements. In addition, it seems likely that

there is a separation bubble at the compression corner. The effects and extent of

such a separation, upstream and downstream, are not fully understood. Boundary

layer separations in hypersonic flow have been shown to extend up to 100 boundary

layer thicknesses upstream of the initial cause of the separation [73]. It may also be

that downstream of the reattachment point it takes a considerable distance for the

boundary layer to fully process the effects of the separation. Also, it is clear from the

vortices in the TSP images that there is some outward-directed crossflow. This thins

the centerline boundary layer.

Table 4.2: Boundary layer thickness

x (cm) Trip δ (mm)

11.4 Diamonds 3.5

15.0 Ramps 3.4

25.4 Ramps 3.3

30.5 Ramps 3.3

Figure 4.13 shows the power spectra at Re≈5.9×106/m (1.8×106/ft) for stream-

wise hot wire locations of x=15.0, 25.4, and 30.5 cm (5.9, 10.0, and 12.0 in.) as well

as spectra computed for the x=25.4 cm (10.0 in.) pre-run signal. Hot wire locations
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were chosen to be near the boundary layer edge, where disturbances were expected

to have the largest amplitudes. Thus, the corresponding distances above the model

surface for the hot wire were 2.7, 3.0, and 3.0 mm (0.11, 0.12, and 0.12 in.), respec-

tively. The spectra were computed over a 200 ms interval that included no turbulent

bursts in the nozzle wall boundary layer. Each spectrum was computed from a 200 ms

signal and is the average of 100 fast Fourier transforms (FFTs), with each FFT com-

puted from 4000 data points. Welch’s averaged, modified periodogram method with

a Hamming window was used.
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Figure 4.13: Hot wire spectra for ramp roughness

If the spectra were taken over a time period that included a turbulent burst,

particularly when the model boundary layer was fully laminar, there was a huge effect

in the spectrum. The power levels were much more erratic and higher in magnitude.

This effect is demonstrated in Figure 4.14. Here, spectra of the hot wire signal at

x=15.0 cm (5.9 in.) were calculated for slightly different portions of the signal. For

6.69 < t < 6.89 s, there were no turbulent bursts in the nozzle-wall boundary layer.

For 6.68 < t < 6.88 s, a shift of only 10 ms, there was one turbulent burst. As can be
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seen, for 6.69 < t < 6.89 s, the spectrum falls nearly on top of the pre-run signal. For

6.68 < t < 6.88 s, when there was one turbulent burst, the spectrum is more erratic

and has higher power. In order to compute the spectra for no turbulent bursts in the

nozzle-wall boundary layer, the spectra when the hot wire was located at x=25.4 cm

(10.0 in.) was only taken for a signal 136 ms long.
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Figure 4.14: Hot wire spectra for signals with 0 and 1 turbulent burst

As can be seen in Figure 4.13, the spectrum when the hot wire was located very

near the first local peak in the centerline temperature, at x=15.0 cm (5.9 in.), falls

nearly on top of the pre-run spectrum. This indicates that there are very few distur-

bances in the boundary layer at that location and that it is laminar, as was previously

suspected from the TSP data. The spectrum for x=25.4 cm (10.0 in.) is very dif-

ferent from that at x=15.0 cm (5.9 in.). The location x=25.4 cm (10.0 in.) is just

downstream of where the centerline temperature began to increase for the second

time. It was suspected that this location was near the midpoint of transition. The

spectrum supports this notion. The power levels, especially for the lower frequencies,

are orders of magnitude higher than the pre-run and x=15.0 cm (5.9 in.) spectra.
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It appears that the boundary layer at x=25.4 cm (10.0 in.) may not be completely

turbulent, but there are significant disturbances present at that location. The spec-

trum at x=30.5 cm (12.0 in.), where it was suspected that the boundary layer had

become fully turbulent, shows power levels generally at least a factor of two greater

than for the x=25.4 cm (10.0 in.) case. These high levels of broadband noise are due

to a turbulent boundary layer at x=30.5 cm (12.0 in.).

Because the hot wire and TSP data agree about the state of the boundary layer

at the reduced quiet pressure, conclusions can be drawn from the TSP images at

higher pressure even though there are no supporting hot-wire measurements. From

Figure 4.7, transition onset is taken to be at about x=21.0 cm (8.25 in.) under

quiet conditions at P0=586 kPa (85 psia). This is where the streamwise temperature

ceases its nearly monotonic decrease and begins to increase again. There should be

no other mechanisms that would cause the surface temperature there to increase.

Transition occurs immediately downstream of the compression corner under noisy

conditions. Reducing freestream noise levels from conventional to quiet levels caused

the transition Reynolds number based on distance from the nose to increase by a

factor of 1.6 from 0.9×106 to 1.4×106. The transition Reynolds number based on

distance from the strip increases by a factor of 2.4 from 0.4×106 to 1.0×106. Based

on distance from the corner, the transition Reynolds number increases from 0 to

0.7×106. Under the reduced quiet pressure conditions, transition was taken to be at

x=24.1 cm (9.5 in.). For the three different length parameters, this gave transition

Reynolds numbers 1.4, 1.1, and 0.8×106, respectively. The results are summarized in

Table 4.3.

This large effect of freestream noise levels on transition is not altogether surprising.

The wake behind large roughness elements is often unstable. When freestream noise

levels are elevated, increased disturbance levels can be introduced into the unstable

wake via a receptivity process. The growth of wake instabilities thus starts at a

higher level which can then lead to earlier breakdown and transition of the boundary

layer [74].
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Table 4.3: Transition Reynolds numbers with kmax=0.76 mm (0.030 in.) ramp trips

Ret

Length Parameter Noisy Quiet Increase

Nose 0.9×106 1.4×106 1.6

Trips 0.4×106 1.0×106 2.4

Corner 0.0×106 0.7×106 –

4.2.3 Ramp Roughness Insert: 0.38-mm Maximum Height

As previously mentioned, the sizing of boundary layer trips is a tradeoff. The

trips must be as small as possible to reduce drag, but large enough to ensure a fully

turbulent boundary layer at the engine inlet under the low freestream noise levels of

flight. In addition to the kmax=0.76 mm (0.030 in.), ramp trips with kmax=0.38 mm

(0.015 in.) were also tested. Since the hot-wire measurements for the larger trips

supported the TSP data, hot wire measurements were not made with the smaller trips.

Instead, in order to further characterize the effect of freestream noise on transition

induced by the trips, a Reynolds number sweep with both quiet and conventional

noise levels was conducted and surface temperatures were measured. Experiments

were conducted at freestream Reynolds numbers of 7.6, 9.0, 10.1, and 11.3×106/m

(2.3, 2.7, 3.1, and 3.5×106/ft) with conventional freestream noise levels and 7.0, 8.2,

9.3, and 10.3×106/m (2.1, 2.5, 2.8, and 3.1×106/ft) with low noise levels. Figure 4.15

shows the surface temperatures from these measurements. Figure 4.16 shows the

centerline streamwise temperature distributions for all these cases.

The effect of Reynolds number is immediately apparent. Under noisy conditions,

a clear transition front is seen to move upstream as Reynolds number increases. How-

ever, under low freestream noise levels, no transition front is seen for Re=7.0×106/m

(2.1×106/ft). Likewise, no transition front is seen for Re=8.2×106/m (2.5×106/ft).

As the Reynolds number is further increased to 9.3×106/m (2.8×106/ft), the quali-
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(a) Temperature scale (K)

(b) Re=7.6 ×106/m, noisy (c) Re=7.0 ×106/m, quiet

(d) Re=9.0 ×106/m, noisy (e) Re=8.2 ×106/m, quiet

(f) Re=10.1 ×106/m, noisy (g) Re=9.3 ×106/m, quiet

(h) Re=11.3 ×106/m, noisy (i) Re=10.3 ×106/m, quiet

Figure 4.15: Surface temperature (K) distribution under quiet and noisy conditions, kmax=0.38 mm (0.015 in.)
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(a) Noisy streamwise temperatures
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(b) Quiet streamwise temperatures

Figure 4.16: Streamwise temperature (K) under quiet and noisy conditions,

kmax=0.38 mm (0.015 in.)

tative nature of the surface temperature becomes similar to that observed with the

larger, kmax=0.76 mm (0.030 in.) ramp trips. Downstream of the compression corner,

there is a higher temperature region caused by laminar vortex heating. Downstream

of this, the temperature drops due to a thickening laminar boundary layer. Between

x =28 and 30 cm (11 and 12 in.), a transition front is seen. For Re=10.3 × 106/m

(3.1 × 106/ft), the laminar vortex temperature increase is greater and the transition

front moves upstream compared to the Re=9.3×106/m (2.8×106/ft). Figure 4.16 also

shows these trends.

Again, the effect of freestream noise on roughness induced transition is apparent.

Reducing freestream noise levels from conventional to quiet levels significantly in-

creased the transition Reynolds number. These results are summarized in Table 4.4.

Here, Ret is defined using freestream conditions and length from the trip strip. At the

highest freestream Reynolds number that was tested, reducing the freestream noise

levels increased Ret by a factor of 3.1.

There were only two sets of tunnel conditions that were the same for both the

kmax=0.76 mm (0.030 in.) and kmax=0.38 mm (0.015-in.) ramp trips. They were

for a freestream Reynolds number of about 7.6×106/m (2.3×106/ft) noisy and about

7.0×106/m (2.1×106/ft) quiet. At these freestream conditions for the kmax=0.38 mm
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Table 4.4: Transition Reynolds numbers with kmax=0.38 mm (0.015 in.) ramp trips

Re (million/m) Xt (cm) from Trips Ret (million) Increase

Noisy Quiet Noisy Quiet Noisy Quiet

7.6 7.0 10.7 >28.2 0.8 >2.0 >2.4

9.0 8.2 9.1 >28.2 0.8 >2.3 >2.8

10.10 9.3 8.1 21.6 0.8 2.0 2.5

11.32 10.3 5.3 18.3 0.6 1.9 3.1

(0.015-in.) ramps, transition was delayed by a factor of >2.4 when freestream noise

was reduced from conventional to low levels. Since transition was beyond the back of

the model at this Reynolds number, it is not possible to quantify the actual factor of

transition delay. For the kmax=0.76 mm (0.030 in.) ramps, transition was delayed by

a factor of 2.4 when freestream noise levels were reduced. With the kmax=0.38 mm

(0.015 in.) ramps and low noise levels, transition was not observed on the model

until the freestream Reynolds number was increased by about 30%. Thus, it can be

inferred that for the kmax=0.38 mm (0.015 in.) ramp trips, Ret was increased by a

factor significantly greater than 2.4 when freestream noise was reduced from conven-

tional to quiet levels. Additionally, even at the highest achievable quiet freestream

Reynolds number, 10.3×106/m (3.1 ×106/ft), transition with the kmax=0.38 mm

(0.015 in.) ramps was still 3.6 cm (1.4 in.) downstream of where it occurred for the

kmax=0.76 mm (0.030 in.) ramps at a 35% lower freestream Reynolds number. Thus,

as expected, the larger ramp trips were more effective at tripping the boundary layer,

even under low freestream noise levels.

These results underscore the necessity for measurements in quiet facilities. If,

for instance, the boundary layer trips were sized based on the measurements made

with conventional noise levels at Re=7.6×106/m (2.3×106/ft), one might reasonably

conclude that the kmax=0.38 mm (0.015 in.) ramps are sufficient to ensure transition

on the windward surface. However, when run with flight-like noise levels, these trips
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proved to be ineffective at inducing transition anywhere upstream of the engine inlet.

Thus, the trips that were sized based on experiments with conventional noise levels

might not actually trip the boundary layer. Of course, if the flight Reynolds number

were significantly higher than that tested in the quiet tunnel, even the smaller trips

could prove to be fully effective. A method for reliably scaling and translating quiet

and conventional tunnel measurements into flight conditions should be developed.

This could help remove the ambiguity of boundary layer trip sizing.

4.2.4 Diamond Roughness Insert

A similar set of experiments was carried out with the diamond trips in the

model. Figure 4.17 shows the surface temperature distribution with the diamond

roughness strip under quiet and noisy conditions for 6.73 and 7.35×106/m (2.05 and

2.24×106/ft), respectively. For the quiet case, T0=422 K (760◦R) and P0=607 kPa

(88 psia). For the noisy case, T0=424 K (763◦R) and P0=614 kPa (89 psia). Fig-

ure 4.18 shows the streamwise centerline temperature for both cases as well as the

streamwise temperature along y=-0.4 cm (-0.16 in.), a trough in the spanwise tem-

perature. Figure 4.19 shows spanwise temperatures at several streamwise stations

under quiet flow. Figure 4.20 shows the spectra of the surface hot-film signal.

As the figures show, the surface temperature behaves qualitatively very similarly

to the ramp roughness case. Under quiet conditions, just downstream of the com-

pression corner, there is an initial temperature rise. This is followed by a decrease,

another sharp rise, and then a gradual reduction of the surface temperature. Ad-

ditionally, high-temperature streaks are visible from upstream of the corner to the

second temperature rise. The locations of the temperature peaks are upstream of the

ramp roughness case, however, occurring at x=13.7 and 21.3 cm (5.4 and 8.4 inches)

instead of x=15.5 and 25.7 cm (6.1 and 10.1 inches), respectively, indicating that the

diamond roughnesses are more effective at tripping the boundary layer.
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(a) Surface temperature for diamond trips, quiet flow, Re=6.7×106/m (2.1×106/ft)

(b) Surface temperature for diamond trips, noisy flow, Re=7.4×106/m (2.2×106/ft)

Figure 4.17: Surface temperature (K) with diamond trips under quiet and noisy

conditions

The spanwise temperatures at streamwise stations of x=10.6, 15.5, 20.5, 25.5, and

30.5 cm (4.1, 6.1 8.1, 10.0, 12.0 in.) in Figure 4.19 clearly reflect the temperature

behavior shown in Figures 4.18 and 4.17a. The mean temperature of the spanwise

plots increases and decreases in a similar fashion to what is seen along the model

centerline. Additionally, the spanwise oscillations are easily discernable for streamwise

locations of x=10.6, 15.5, and 20.5 cm (4.1, 6.1, and 8.1 in.). At x=25.5 and 30.5 cm

(10.0 and 12.0 in.), the oscillations are gone and the curve is much smoother. This

behavior is present in Figure 4.17a as the streamwise streaks fade toward the aft end

of the model.

Due to the qualitative similarities to the ramp roughness case, it was thought

that the first temperature rise was again due to compression heating at the corner

and the presence of laminar vortices near the model surface. The second peak was

again believed to be due to transition. The hot-film spectra support this theory for
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Figure 4.18: Streamwise temperature for centerline and y=-0.4 cm (-0.16 in.) for

diamond trips, quiet and noisy flow, Re=6.7 and 7.4×106/m (2.1 and 2.3×106/ft)
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Figure 4.19: Spanwise temperature at various streamwise locations, diamond trips,

quiet flow
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Figure 4.20: Spectra for noisy and quiet flow with diamond trips

the runs at 655 kPa (95 psia) initial stagnation pressure, showing high power levels

in the low frequency band.

Again, due to the reduced maximum quiet pressure for the later hot-wire experi-

ments in the BAM6QT, a TSP image was again taken under reduced pressure condi-

tions before checking the boundary layer state with a hot wire. Here, Re=5.8×106/m

(1.8×106/ft), T0=427K (769◦R), and P0=538 kPa (78 psia). The surface tempera-

ture distribution can be seen in Figure 4.21. The centerline temperature is shown in

Figure 4.22. The dashed lines mark the compression corner and the solid lines are

the locations at which spectra were measured. A brief comparison shows very similar

behavior to that of Figures 4.17a and 4.18, the surface and centerline temperature dis-

tributions for quiet flow at 655 kPa (95 psia). The locations of the temperature peaks

are moved somewhat downstream from the similar peaks observed at Re=6.7×106/m

(2.1×106/ft), but the qualitative similarities are sufficient reason to believe that the

boundary layer behaves in the same way as for the higher Reynolds number case.
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Figure 4.21: Surface temperature for Re=5.8×106/m (1.8×106/ft), quiet flow, dia-

mond trips

12 14 16 18 20 22 24 26 28 30 32 34

300.5

301

301.5

302

302.5

303

303.5

304

304.5

305

305.5

Distance from leading edge(cm)

T
em

pe
ra

tu
re

 (
K

)

Compression Corner

Hot Wire Measurements

Figure 4.22: Centerline temperature for Re=5.8×106/m (1.8×106/ft), quiet flow,

diamond trips

Figure 4.23 shows hot wire spectra at x=10.7, 14.0, 20.3, and 30.5 cm (4.2, 5.5, 8.0,

and 12.0 in.) for distances from the surface of 3.0, 2.7, 2.8, and 3.0 mm (0.12, 0.11,

0.11, and 0.12 in.), respectively. The first hot-wire location, x=10.7 cm (4.2 in.),

is 1.0 cm (0.4 in.) upstream of the compression corner. A power spectrum was

also computed for 200 ms of pre-run data for comparison. Again, the spectra were

computed over a 200 ms interval. As much as was possible, they were computed over
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a portion of the signal for which the nozzle wall boundary-layer had no turbulent

bursts. Each spectrum was the average of 100 fast Fourier transforms (FFTs), with

each FFT computed from 4000 data points sampled at 2×106 samples per second.

Welch’s averaged, modified periodogram method with a Hamming window was used.
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Figure 4.23: Hot wire spectra for diamond roughness

The hot-wire data in Figure 4.23 again support what the TSP images suggest.

Due to lower power levels at x=10.7 and 14.0 cm (4.2 and 5.5 in.) compared to

locations further downstream, it is concluded that the boundary layer is laminar at

those locations. However, the power levels are higher and much less smooth than for

the ramp roughness insert. The diamond roughnesses have kmax=0.15 cm (0.060 in.)

high, while the ramps have kmax=0.76 mm (0.030 in.). The larger roughness gives

rise to greater disturbances in the boundary layer, evidenced by higher and more

uneven power levels in the power spectra. The spectra at x=20.3 and 30.5 cm (8.0

and 12.0 in.) suggest a turbulent boundary layer. This is somewhat surprising for the

x=20.3 cm (8.0 in.) location. From Figure 4.22, this location is just downstream of

onset of the second temperature rise. It was thought that this second rise marked the



68

onset of transition. As such, generally higher power levels were expected, but not to

the degree as those that were observed. It is possible that either the larger roughnesses

and the resultant large disturbances cause the boundary layer to complete transition

over a very short streamwise distance or that the boundary layer has not completely

transitioned at x=20.3 cm (8.0 in.). At x=20.3 cm (8.0 in.), the power levels are

lower than those at x=30.5 cm (12.0 in.) for most frequencies, signifying that it may

not yet be entirely turbulent.

Extrapolating trends back to the higher Reynolds number TSP results, transi-

tion onset is observed to occur in Figure 4.18 at x=16.6 cm (6.5 in.) under quiet

conditions. This is where the temperature departs from a monotonic decrease and

begins to rise. Transition onset explains this change in temperature. Under noisy

conditions, a fully turbulent boundary layer is seen just downstream of the corner.

Reducing freestream noise levels from conventional to quiet levels caused the tran-

sition Reynolds number based on distance from the nose to increase by a factor of

1.3 from 0.86 million to 1.11 million. The transition Reynolds number based on dis-

tance from the strip increases by a factor of 1.7 from 0.40 million to 0.69 million.

Based on distance from the corner, the transition Reynolds number increases from 0

to 0.39 million. These results are summarized in Table 4.5. Under the reduced quiet

pressure conditions, transition was taken to be at x=18.3 cm (7.2 in.). For the three

different length parameters, this gave transition Reynolds numbers of 1.1, 0.7, and

0.5×106, respectively.

Table 4.5: Transition Reynolds numbers with kmax=1.5 mm (0.060 in.) diamond trips

Ret

Length Parameter Noisy Quiet Increase

Nose 0.9×106 1.1×106 1.3

Trips 0.4×106 0.7×106 1.7

Corner 0.0×106 0.4×106 –
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The increase in transition Reynolds number is not as substantial as that observed

with the ramp trips. This result is not surprising, however, given the larger height of

the diamond trips and the fact that both the ramp and diamond trips induced tran-

sition at the corner under noisy conditions. Thus, the diamond roughness introduces

much larger disturbances into the boundary layer and causes earlier transition under

quiet conditions.

4.3 Streamwise Vortices

Figure 4.3a evinces streamwise vortices along the model surface in the absence

of any boundary-layer trips. It would be good to demonstrate that the streamwise

vortices with the roughness elements are tied to the trips themselves. For the ramp

roughnesses, 8 full roughness elements and 2 half-roughnesses are directly upstream of

the nylon insert. Each ramp element is designed to generate a pair of counter-rotating

vortices. Thus, with no outward-directed crossflow, 18 streamwise vortices would be

expected on the nylon insert. However, there is evidence of outward-directed crossflow

in Figure 4.6a. Thus, less than 18 streamwise vortices from the ramp roughness

elements would be expected on the nylon insert. There were 5 roughness elements

directly upstream of the nylon insert in the case of the diamond roughnesses.

Figure 4.24 shows spanwise temperature distributions for the smooth wall, ramp

roughnesses with kmax=0.76 mm , and the diamond roughness elements, all with low

freestream noise levels. For the smooth wall, the spanwise temperature is shown

at x=22.0 cm. This location was chosen because the vortices are the most clear

here. For the ramp and diamond roughnesses, the spanwise temperatures are shown

at the streamwise location corresponding to the peak laminar temperature, x=15.2

and 13.7 cm (6.0 and 5.4 in.) for the ramp and diamond roughnesses, respectively.

Here, high-temperature streaks due to streamwise vortices for the smooth wall are

somewhat ambiguous. There are, perhaps, three temperature peaks evident in the

spanwise temperature. This indicates that there may be up to 6 vortices present on
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the model’s nylon strip for the smooth wall. These are likely Görtler vortices due to a

separation bubble and subsequent reattachment near the corner, as discussed above.

For the ramp roughness, 7 distinct spanwise temperature peaks are clear, with a

possible eighth peak at y=1.5 cm (0.6 in.). The peaks suggest the presence of up to

15 streamwise vortices, near the expected value if some outward-directed crossflow is

taken into account. There are three clear spanwise peaks and possibly two more at the

spanwise extrema for the diamond trips, suggesting up to 8 streamwise vortices there.

Although it is hard to conclude a one-to-one correspondence between the number of

roughness elements and the number of vortices, there is a clear trend; as the number

of roughness elements increases, so too does the number of streamwise vortices.
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Figure 4.24: Spanwise temperature showing streamwise vortices for 3 trip configura-

tions

It could also be instructive to examine the effect of freestream Reynolds num-

ber on the number of vortices. Figure 4.25 shows the spanwise temperature dis-

tributions for the kmax=0.38 mm ramp roughnesses for freestream Reynolds num-

bers of 7.6, 9.0, 10.1, and 11.3×106/m (2.3, 2.7, 3.1, and 3.5×106/ft). The same
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streamwise station was used for each Reynolds number, x =16.4 cm (6.5 in.). For

Re=7.6×106/m (2.3×106/ft), there are, perhaps, 6-7 discernible temperature peaks.

For Re=9.0×106/m (2.7×106/ft), the number of discernible streaks increases to, per-

haps 8-10. As Re is further increased to 10.1×106/m (3.1×106/ft), 13 temperature

peaks are evident with possibly 2 additional peaks at the edges of the nylon. For

Re=11.3×106/m (3.5×106/ft), 13 peaks are clear, again with possibly 2 additional

peaks at the edges of the nylon.
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Figure 4.25: Spanwise temperature showing streamwise vortices for kmax=0.38 mm

ramp roughness at various Reynolds numbers

It does not appear that the number of temperature peaks scales with Reynolds

number. However, when Re is increased from 8.2 to 9.3×106/m (3.1 and 3.5×106/ft),

the number of peaks approximately doubles. As Reynolds number increases from 7.6

to 9.0×106/m (2.3 and 2.7×106/ft), some of the peaks present at the lower Reynolds

number begin to look like they are splitting. For still higher Reynolds number, two

clear temperature peaks emerge from what had been one peak at the lowest Reynolds

number. It is unclear whether additional vortices are actually being generated at
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higher Reynolds number when the boundary layer is thinner, or if they were always

there but their temperature signatures on the surface were coincident, disguising the

actual number of vortices.

The streamwise vortices shed from upstream roughness elements are readily appar-

ent in Figures 4.6a and 4.17a. The rate at which they grow with increasing streamwise

distance is also of interest.

As shown in Figure 4.26, the spanwise root-mean-square (RMS) temperature can

be a useful metric for determining the effect, growth, and breakdown of these stream-

wise vortices. Here, the rms for the column of spanwise pixels at each streamwise

station was calculated. The data were then smoothed using an averaging scheme.

The RMS temperature reported at each streamwise station is the average of the RMS

computed at that station and the RMS values at the 4 adjacent streamwise stations

both upstream and downstream of the target station. Streamwise stations that in-

cluded registration marks were not included. The gaps in data in Figure 4.26 are due

to the presence of registration marks at those stations. The vertical dashed line is

again the location of the compression corner. The large spike in the ramp case at

about x=20 cm (7.9 in.) is not an actual spike in the spanwise RMS temperature.

Rather, it is an abnormality in the temperature image, most likely due to an imper-

fection on the model surface. The imperfection can be seen in Figure 4.6a at x=20 cm

(7.9 in.), y=1.2 cm (0.5 in.).

For both the ramp and diamond cases, the same qualitative pattern of spanwise

RMS temperature is observed. There is an initial rise in the spanwise RMS tem-

perature immediately downstream of the compression corner. This is followed by a

substantial decrease, a sharp rise, and then a sharp drop. This behavior can, perhaps,

be best understood by the growth, decay, and breakdown of streamwise vortices in

the flow. The incoming vortices are likely amplified by the compression corner, espe-

cially if there is a separated region there. The vortices then decay in the thickening

laminar boundary layer for a few centimeters downstream of the corner. Then, from

x=16-20 cm (6.3-7.9 in.) for the diamond case and 20-25 cm (7.9-9.8 in.) for the ramp
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Figure 4.26: Spanwise RMS temperature as a function of streamwise distance for

ramp and diamond trips

roughness case, the vortices amplify significantly, increasing the RMS temperature.

The sharp drop in RMS temperature is then likely due to breakdown of the vortices

into a fully turbulent boundary layer. From x=28.0 to 34.4 cm (11.0 to 13.5 in.),

the spanwise RMS temperature is nearly the same for both the ramp and diamond

cases. This supports the idea that the streamwise vortices have broken down on the

aft portion of the model for both cases.

It is also possible that it is only the temperature signature of the vortices at the

wall that changes. This does not seem likely, however, since the location of transition

changed dramatically from the smooth-wall case to one with trips and among the

various trip cases. The trips introduced streamwise vortices into the flow. It is

reasonable to assume that they are responsible for the observed changes in transition.

The effect of the larger trip elements is immediately evident in Figure 4.26. In

the case of the diamond trips, the amplification at the corner seems to be signif-

icantly greater than with the ramp roughnesses, as evidenced by the much larger

RMS temperature there. The increase in RMS temperature due to the amplification
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of the streamwise vortices begins at x=17 cm (6.7 in.). This is about 4 cm (1.6 in.)

upstream of the ramp case, where the RMS begins increasing at about x=21 cm

(8.3 in.). The earlier amplification and breakdown of the streamwise vortices for the

diamond trips seems to be due to the larger initial strength of the vortices shed from

the larger diamond trips.
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5. LEEWARD MEASUREMENTS

Whereas a turbulent boundary layer was desired on the windward surface of the X-

51A, a laminar boundary layer is desired on the leeward side. A turbulent boundary

layer there would mean higher viscous drag and surface heating with no benefits.

This would necessitate superfluous thermal protection system material, reducing the

vehicle’s available payload mass. In order to promote more laminar flow for the X-51A

and other hypersonic vehicles like it, an understanding of the underlying instability

mechanisms leading to transition is desired. A series of experiments were done to

determine which instabilities were present on the leeward surface of the X-51A, and

the effect of freestream noise on the growth and breakdown of those disturbances.

5.1 Temperature Sensitive Paint Measurements

TSP was again used to determine the state of the boundary layer. Figure 5.1 shows

surface temperatures for several Reynolds numbers with conventional freestream noise

levels. For Re=3.2 ×106/m (1.0 ×106/ft), the surface temperature is nearly uniform.

For the higher Reynolds numbers, however, several locations on the leeward nylon

insert were found to have elevated temperatures. A region of elevated temperatures

symmetric about the model streamwise centerline is observed to broaden and expand

in upstream extent with increasing Reynolds number. This broadening and upstream

movement is characteristic of a turbulent wedge. The upstream, outboard portions

of the nylon also exhibited increased temperatures. An obvious trend with changing

Reynolds number was not evident for the outboard regions of elevated temperature,

however.

The centerline temperatures corresponding to the surface temperatures in Fig-

ure 5.1 are shown in Figure 5.2a. For comparison, the centerline temperatures with
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(a) Re=3.2 ×106/m (1.0 ×106/ft) (b) Re=7.1 ×106/m (2.2 ×106/ft)

(c) Re=7.8 ×106/m (2.4 ×106/ft) (d) Re=9.4 ×106/m (2.9 ×106/ft)

(e) Re=11.7 ×106/m (3.6 ×106/ft)

Figure 5.1: Reynolds number sweep of surface temperature distribution with conventional freestream noise
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the same freestream conditions but low freestream noise levels are shown in Fig-

ure 5.2b. A major difference due to freestream noise levels is immediately evident.
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Figure 5.2: Centerline temperatures for conventional and low freestream noise levels

For all Reynolds numbers tested with low freestream noise levels, the model’s tem-

perature decreased nearly monotonically to the end of the model. Thus, no surface-

temperature images are shown. As on the windward surface, this is evidence of a

thickening boundary layer. The temperature decrease alone is not enough to demon-

strate the state of the boundary layer. However, when compared to the temperatures

with conventional noise levels, it becomes clear that the boundary layers with low

noise levels were all laminar. With conventional noise levels, this same monotonic de-

crease in temperature is seen for Re=3.2×106/m (1.0×106/ft). For higher Reynolds

numbers, however, the temperatures deviate from this pattern. Instead of decreasing

monotonically, the temperature increases sharply with downstream distance. With

increasing Reynolds number, the maximum temperature increases and the location

of maximum temperature moves upstream. Additionally, the location where the cen-

terline temperature begins to increase also moves upstream with increasing Reynolds

number, indicating that transition onset moves upstream with increasing Reynolds

number. These trends are consistent with boundary layer transition occurring on the

leeward nylon insert and moving upstream with increasing Reynolds number.
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Preliminary computations using STABL predicted a second-mode N factor of only

about 4.4 at the end of the model for a freestream Reynolds number of 6.6×106/m

(2.0 ×106/ft) [75]. For conventional freestream noise levels, transition could possibly

be expected at the end of the model. Even so, N=4.4 is on the low side of what is

usually expected at transition with conventional noise levels. However, transition was

observed far upstream of the end of the model, at around 19 cm for Re=7.1 ×106/m

(2.2 ×106/ft), only 55% of the model length. The predicted N factor here is only

about 2.6. Thus, transition under conventional freestream noise levels occurred sig-

nificantly earlier than would have been normally been expected for transition caused

by the growth and breakdown of second-mode waves. However, Horvath et al. [12]

reports transition for lower N factor in quiet facilities run noisy than in tunnels with

conventional noise levels. He even observed transition for N=2 in one instance. He

speculated that this early transition was due to the high levels of freestream noise pos-

sibly inducing nonlinear effects within the various instability modes or even between

them. A more in-depth discussion of the computations is in Section 5.5.4.

With low freestream noise levels, transition was not observed, even at a 61% higher

Reynolds number of 10.7×106/m (3.3×106/ft). This is not unexpected. As previously

discussed, transition with low noise levels is typically assumed to occur for 9<N<12.

Although N factors have not been computed for Re=10.7×106/m (3.3×106/ft), it

seems unlikely that the maximum N factor would increase from 4.5 to 9 with a

change in freestream Reynolds number of only 61%.

So, although the data with low freestream noise levels were expected, the results

with conventional noise levels were surprising. With transition observed for a prelim-

inary N factor of only 2.6, the assumption that transition was caused by the growth

and breakdown of second-mode waves was called into question. In order to bet-

ter characterize the mechanism/s responsible for early transition with conventional

freestream noise levels, a series of experiments was designed and conducted.
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5.2 Hot-Wire Measurements

5.2.1 Boundary Layer Profiles

Uncalibrated hot-wire experiments were completed at an initial stagnation pres-

sure of 620.5 kPa (90 psia). All data were recorded on the Tektronix DPO 7054

oscilloscopes at a sampling frequency of 5 MHz. The hot wires had an overheat ratio

based on resistances very near 1.8, giving frequency responses on the order of 250 kHz.

The wire diameters were all 0.005 mm (0.0002 in.) with a length/diameter ratio of

about 80.

The hot wire was located at x=16.8, 21.6, and 33.0 cm (6.6, 8.5, and 13.0 in.).

The wire was traversed through the boundary layer in 0.2 mm (0.008 in.) increments.

After moving 0.2 mm (0.008 in.), the hot wire was held in position for 100 ms. It was

then moved to the next station. In this way, the boundary layer was mapped and the

approximate edge location measured. Figure 5.3a shows the boundary layer profiles

at these three streamwise stations. Here, the mean voltage for each station above the

model surface is plotted. Figure 5.3b shows the RMS voltage at each location.

The profiles for x=16.8, 21.6 cm (6.6 and 8.5 in.) behave as expected. As distance

from the model increases, so does the voltage, until it begins to level out to the edge

value. The edge was taken to be 4.1 and 4.3 mm (0.16 and 0.17 in.), respectively.

The profile obtained at x=33.0 cm (13.0 in.) is evidently not a full profile and should

have been started farther from the model surface.

The peaks in RMS mass flux for x=16.8, 21.6, and 33.0 cm (6.6, 8.5, and 13.0 in.)

occur at y=3.0, 4.8, and 4.6 mm (0.12, 0.13, and 0.18 in.), respectively. These values,

when nondimensionalized by the boundary layer thickness, are 0.76 and 0.73 for x=6.6

and 8.5 in.
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Figure 5.3: Boundary layer profile. 620.5 kPa (90 psia), noisy flow
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5.3 Natural Disturbances

In order to ascertain the state of the boundary layer at several streamwise stations

as well as to make measurements of any naturally-occurring instability waves in noisy

flow, a hot wire was stationed at x=16.8, 21.6, and 33.0 cm (6.6, 8.5, and 13.0 in.) at

heights above the model surface of y=2.5, 2.8, and 3.6 mm (0.10, 0.11, and 0.14 in.),

respectively. Nondimensionalizing by the measured boundary layer thickness gives

wire positions of y/δ= 0.63, 0.64 at x=6.6 and 8.5 in., respectively. Choosing these

locations ensured that the wire would be in the boundary layer for the duration of

the run, and near the location corresponding to the peak in rms voltage. This should

have maximized the likelihood of measuring any natural second-mode disturbances

in the boundary layer. Due to the frequent breakage of the wires, a different hot wire

was used at each streamwise location.

Figure 5.4 shows the spectra of the uncalibrated bridge voltage. Welch’s modified

periodogram method with a Blackman window and 35% window overlap was used.

Each spectrum is the average of 375 FFTs. The spectra shown in Figure 5.4 are

over a 200 ms period from t=1.1-1.3 s after the start of the tunnel run. The average

freestream Reynolds number during that time was 6.9×106/m (2.1×106/ft). The

tunnel was run with conventional noise levels.

From the spectral data, it is not immediately clear whether the boundary layer

at the streamwise stations is laminar or turbulent. It appears that the level of dis-

turbances in the boundary layer increases significantly with increasing downstream

distance. While it cannot be concluded that the boundary layer is turbulent at

x=33.0 cm (13.0 in.), it seems reasonable to assume that the boundary layer is at

least transitional. This supports the TSP data of Figure 5.1b.

The most notable features of the spectra during the tunnel runs are the peaks

around 200 kHz. These are somewhat surprising. Second-mode instability waves near

this frequency have been measured in the BAM6QT previously [21]. Initially, this

suggested that the disturbances may have been due to the second-mode instability.
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Figure 5.4: Spectra of CTA-bridge voltage at x=16.8, 21.6, and 33.0 cm (6.6, 8.5,

and 13.0 in.), noisy

The fact that they are present at three streamwise stations with three different hot

wires further supported this notion. However, the spectra at each location show fine

structures within the larger peak, raising doubts about the nature of these peaks.

The peaks of Ref. [21] were much more broad and smooth than those seen here.

Also, STABL computations suggested that the most amplified second-mode frequency

should have been around 100 kHz at all three locations. The spectra show no unique

disturbances near that frequency. STABL does not currently model the crossflow

instability. With the three-dimensional geometry of the X-51A, it is possible that

considerable crossflow waves could be generated. Crossflow waves are one possible

source of the 200 kHz peaks in the spectra. Additionally, 200 kHz is near the typical

square-wave frequency response of the hot wires. Although the signal near 200 kHz

appears to be quite large, its proximity to the wire frequency response could help

explain the presence of the peaks in the spectra there.
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It is possible that the hot wire was not positioned correctly in the boundary

layer to measure the second mode. The cause of such large disturbances is unknown.

Perhaps it is an abnormality with the wire and/or the anemometer. Another possible

explanation is the length/diameter (l/d) ratio of the wire. Traditionally, hot wires

with a diameter of 0.004 mm (0.00015 in.) have been used on the probes. Due to

frequent probe breakage, thicker wire with a diameter of 0.005 mm (0.0002 in.) was

used for this test. Even though a thicker wire was used, the probe arms remained the

same distance apart. This effectively reduced the l/d ratio, increasing the end-loss

effects. Perhaps, in this case, the end-loss effects are large enough to preclude the

detection of second-mode waves.

5.4 PCB Pressure Sensor Measurements

5.4.1 Motivation

Although hot wires can be and have proven to be very useful, they also suffer from

some significant drawbacks. Since the wires are so fine, they are prone to regular

breakage. However, when a new sting support and diffuser section were added to

the tunnel, the frequency of probe breakage increased dramatically. In fact, most

of the probes broke during their first time through the tunnel startup process. This

suggests that startup with the new diffuser is likely more violent, causing the delicate

wires to break due to significantly increased loading during startup. Additionally, the

CTA used for these measurements was quite old. At times, it exhibited questionable

behavior. It is possible that the CTA itself was outputting too much power and was

responsible for the increase in probe failure. Whatever the cause, little data were

collected with hot wires due to such frequent probe breakage during tunnel startup.

The new diffuser also decreased the tunnel run time and enhanced shock/boundary

layer interaction problems. For quiet runs with the new diffuser, the nozzle wall

boundary layer was observed to separate in an unsteady manner for nearly all quiet

pressures. This separation often fed far upstream of the location where the model
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shock impinged on the nozzle wall. This large, unsteady separation was observed in

the TSP to trip an otherwise laminar model boundary layer to turbulent. In the past,

such separations have also been observed to decrease the freestream Mach number

to around 5 or less [76]. When run near the highest pressure providing quiet flow,

about 1.03 MPa (150 psia), the nozzle-wall boundary layer usually stayed attached

long enough to obtain some useful data. Thus, most runs with the PCB sensors were

made with conventional noise levels.

In order to make measurements of instability waves and avoid these problems with

hot wires, 5 PCB fast piezoelectric pressure transducers were installed flush with the

model surface at streamwise stations of x= 19.3, 22.5, 25.7, 28.8, and 31.9 cm (7.5,

8.9, 10.0, 11.2, and 12.5 in.). As reported in section 3.3, these sensors have been used

to measure second-mode instability waves for multiple models and wind tunnels. It

was hoped that they could be successfully employed in the X-51A model to determine

whether or not second mode waves were present in the leeward boundary layer and

if they amplified with downstream distance.

5.4.2 Natural Disturbances

Data will be shown for PCB sensors located at x =19.3, 25.7, 28.8, and 31.9 cm

(7.5, 10.0, 11.2, and 12.5 in.). There was an additional sensor at x =22.4 cm (8.8 in.),

but it had a faulty connection for these runs and yielded no data. The data are

reported in PRMS/PWall, where PRMS is the RMS pressure and PWall is the com-

puted wall static pressure. This method gives quantitative amplitudes of the pressure

fluctuations at the wall.

The experimental pressures were found by applying the manufacturer-supplied

sensitivity to the measured voltages. Since the sensors are “time of arrival”, essen-

tially AC-coupled, and nonlinear, obtaining a calibration is not a trivial task. The wall

pressure was found by using computations provided by Chris Alba of the Air Force

Research Laboratory [75]. However, the computations were for only one freestream
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Reynolds number, 6.6×106/m (2.0×106/ft), which corresponds to a stagnation pres-

sure of 620.5 kPa (90 psia). In order to report data for Reynolds numbers without

computations, a simple assumption and calculations were made. It was assumed that

the ratio of the wall static pressure to the freestream stagnation pressure was con-

stant for each sensor location. Thus, when experiments were conducted for different

Reynolds numbers, the measured stagnation pressure was multiplied by that ratio

to obtain the wall static pressure. This pressure was used to non-dimensionalize the

measured RMS pressure. Table 5.1 shows the computed wall pressure and ratio of

wall pressure to stagnation pressure for each sensor location.

Table 5.1: Computed wall pressure and ratio of wall pressure to stagnation pressure

for PCB pressure sensors

Sensor Location (cm) PWall (Pa) PWall/P0

19.3 692.5 0.001159

22.5 649.1 0.001046

25.7 606.2 0.000977

28.8 561.6 0.000905

31.9 502.9 0.000810

All PCB data were digitally high-pass filtered at 1 kHz with a five-pole butterworth

filter. There was, evidently, a ground loop causing 60 Hz oscillations in the PCB

output. A sample trace of the raw pre-run voltage is shown in Figure 5.5a. Figure 5.5b

shows the same data after being filtered. This simple filtering effectively removed the

60 Hz oscillations from the signal.

Figures 5.7-5.9 show the RMS spectra of the calibrated PCB signals for conven-

tional freestream noise and freestream Reynolds numbers of 3.3, 4.8, 5.8, 7.1, 7.7,

8.6, 10.1, and 11.6 ×106/m (1.0, 1.5, 1.8, 2.2, 2.4, 2.6, 3.1, and 3.5×106/ft) at each

of the four functional sensor locations, x=19.3, 25.7, 28.8, and 31.9 cm (7.6, 10.1,

11.3, 12.6 in.) on the model centerline. The spectrum of the pre-run signal is in-
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Figure 5.5: Raw pre-run PCB and high-pass filtered signal

cluded for comparison. The centerline streamwise temperatures are also shown in

Figure 5.6. The corresponding sensor locations are marked by dashed lines. There

are five Reynolds numbers for which both TSP and PCB data were collected. Ad-

ditional Reynolds numbers were tested with the PCBs, and are also shown. Unfor-

tunately, no TSP data were collected for freestream Reynolds numbers between 3.2

and 7.1×106/m (1.0 and 2.2×106/ft) because tunnel could not be reliably and re-

peatedly run at these conditions. No diaphragms exist that allow the tunnel to be

operated in a standard manner for these conditions. The PCB data that are shown

for 3.2≤ Re ≤ 7.1×106/m (1.0 and 2.2×106/ft) were collected by experimenting with

the gap pressure and diaphragm setup in a trial-and-error manner. These conditions

could not be easily replicated. In order to facilitate comparison of the data, some

plots are shown in color. The Reynolds number of each colored spectral plot is very

similar to the Reynolds number for the same-colored temperature plot. Additionally,

for each sensor, disturbances around 100 kHz are shown in detail.

Each spectrum is computed for 100 ms of data, beginning at t =1.1 s. A Blackman

window was used; its length was 1024 points. The sampling frequency was 5 MHz.

The corresponding window time was 0.2048 ms. A 35% overlap between windows

was used. Thus, each spectrum was the average of about 574 FFTs with a frequency

resolution of 4.9 kHz.
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Figure 5.6: Centerline temperature for noisy flow

The spectra of Figure 5.7a show distinct peaks centered around 100 kHz and

320 kHz for Re up to 9.3×106/m. Figure 5.7b shows a detailed plot of the distur-

bances near 100 kHz. These peaks are not present in the pre-run spectra, suggesting

they are due to physical processes in the boundary layer. They are somewhat evident

at higher Re, but are of significantly lower relative amplitude compared to neighbor-

ing frequencies. As Re increases, increased spectral broadening is observed and the

broadband noise approaches the peaks of the disturbance envelopes.

The centerline temperatures at x=19.3 cm (7.6 in.) in Figure 5.6 suggest that the

boundary layer there remains laminar for Re=3.2 and possibly to 7.1×106/m (1.0 and

2.2×106/ft). For Re=7.8, 9.4 and 11.7×106/m (2.4, 2.9 and 3.6×106/ft), transition

onset has begun, as evidenced by increasing temperatures. Furthermore, since the

middle of transition is typically at the peak in temperature, the temperature data

suggest that even for Re=11.6×106/m (3.6×106/ft), transition is not yet complete.

There is not a well-defined method of inferring transition onset from the PCB sen-

sors. Casper [25] typically assumed transition onset when second-mode disturbance
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Figure 5.7: PCB spectra for x=19.3 cm
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amplitudes stopped increasing and began to decrease with either increasing arclength

or increasing freestream Reynolds number. However, her model was much longer than

the X-51A model, the sensors were farther apart, and she saw large changes in wave

amplitude for both increasing arclength and increasing freestream Reynolds number.

Such significant changes in amplitude were not observed on the X-51A model, making

Casper’s transition-onset criterion implausible for the current experiments. Rather,

transition onset as determined from the PCBs was taken to be the conditions at

which the spectra began to depart from the laminar spectra at the lowest freestream

Reynolds number. This causes some difficulty at the downstream sensors because

even at the lowest freestream Reynolds number, the boundary layer may have begun

the transition process, even though the TSP data suggest it remained fully laminar

to the end of the model at the lowest Reynolds number tested. Nevertheless, this is

the best criterion for transition onset that could be used.

The boundary layer behavior suggested by the TSP data is also seen in the PCB

spectra of Figure 5.7. Here, the broadband spectra fall nearly on top of each other for

3.3≤Re≤5.8×106/m (1.0 and 1.8×106/ft). Above this value, noise rapidly increases

with Reynolds number and the peaks near 100 and 320 kHz broaden. This suggests

that the boundary layer remains laminar for Re up to 5.8×106/m (1.8×106/ft). Tran-

sition onset appears to occur between Re=5.8 and 6.2×106/m (1.8 and 1.9×106/ft).

For larger Re, the spectra do not fall on top of each other. Furthermore, even for

Re=11.6×106/m (3.5×106/ft), small peaks around 100 and 320 kHz are still evident

in the spectra. These behaviors suggest that at x=19.3 cm (7.6 in.), the transition

process was not completed for the test conditions. For x=19.3 cm (7.6 in.), the PCB

and TSP data are in agreement.

Figure 5.8 shows the PCB spectra at x=25.7 cm (10.1 in.). There are many similar

features to the data at x=19.3 cm (7.6 in.). The peaks around 100 and 320 kHz are

observed again for some Reynolds numbers. Here, however, the peaks are only clear

up to Re=6.2×106/m (1.9×106/ft). For larger Re, the peaks are not as clear, and the

broadband noise has increased significantly. This suggests that transition onset occurs
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by about Re=4.8×106/m (1.5×106/ft). Additionally, for the higher Reynolds num-

bers, the spectra begin to fall nearly on top of each other, suggesting that transition is

complete or nearly complete at x=25.7 cm (10.1 in.) for Re>7.1×106/m (2.2×106/ft).

Also, the amplitudes of the disturbance envelopes appear to have grown. Discussion

of quantifying this growth will follow. The TSP data show that transition onset has

occurred for 3.2<Re<7.1×106/m (1.0 and 2.2×106/ft). Again, the TSP and PCB

data agree.

Figure 5.9 shows the PCB spectra at x=28.8 cm (11.3 in.). Here, disturbance

envelopes are seen for Re=3.3×106/m (1.0×106/ft). For all higher Reynolds numbers

tested, the disturbances around 100 kHz are mostly lost in the broadband noise. The

disturbances around 320 kHz are evident to about Re=4.8×106/m (1.5×106/ft), but

are also washed out for higher Re. This suggests that transition onset likely occurs

by Re=4.8×106/m (1.5×106/ft). For Re≥5.8×106/m (1.8×106/ft), the spectra fall

nearly on top of each other. This indicates that the boundary layer at x=28.8 cm

(11.3 in.) is fully turbulent or nearly fully turbulent for Re≥5.8×106/m (1.8×106/ft).

The TSP data of Figure 5.6 again support the PCB measurements. At x=28.8 cm

(11.3 in.), the TSP shows that the boundary layer is well into the transition process

for Re≥7.1×106/m (2.2×106/ft).

Figure 5.10a shows the PCB spectra at x=31.9 cm (12.6 in.). Disturbances are

noted around 100 and 320 kHz for Re up to 4.8×106/m (1.5×106/ft). Above this

Reynolds number, the peaks are lost in the broadband noise. The spectra for higher

Reynolds numbers lie nearly on top of each other again. These data suggest that at

x=31.9 cm (12.6 in.), transition onset occurs by Re=5.8×106/m (1.8×106/ft). The

TSP data support this conclusion. From the TSP, transition has occurred or is nearly

complete at x=31.9 cm (12.6 in.) for all but the Re=3.2×106/m (1.0×106/ft) case.

Table 5.2 summarizes the freestream Reynolds number at the estimated transition

onset for both PCB and TSP data.

In addition to the RMS spectra, the power spectral density (PSD) of the PCB

signals was computed. This function was then integrated over the disturbance fre-
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Figure 5.8: PCB spectra for x=25.7 cm
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Figure 5.9: PCB spectra for x=28.8 cm
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Figure 5.10: PCB spectra for x=31.9 cm
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Table 5.2: Reynolds number for estimated transition onset for PCB and TSP data

Ret at onset (×10−6)

x (cm) PCB TSP

19.3 5.8-6.2 ≈ 7.1

25.7 3.3-4.8 3.2-7.1

28.8 3.3-4.8 3.2-7.1

31.9 3.3-4.8 3.2-7.1

quency bands. This integration quantifies the disturbance amplitudes of the RMS

pressure fluctuations owing to disturbances in the band of interest. The PSD were

integrated from 75 to 125 kHz and are shown in Figure 5.11. Here, the amplitude of

the disturbance envelope is plotted as a function of Reynolds number for each sen-

sor. The amplitudes reported here do not correspond to the amplitude of the most

amplified frequency. The spectra are too uneven and the resolution too poor to allow

this sort of precision. Rather, it is the integrated amplitude of the band of amplified

frequencies.
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Figure 5.11: RMS disturbance amplitudes between 75 and 125 kHz for constant x
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The most upstream sensor, located at x=19.3 cm (7.6 in.), shows fluctuation am-

plitudes simply increasing with Reynolds number. The other sensors show a different

qualitative behavior. Here, the disturbance amplitudes grow with Reynolds number,

plateau, and then decrease. The sensor at x=31.9 cm (12.6 in.) plateaus beginning

at Re=6.2×106/m (1.9×106/ft). For x=25.7 cm (10.1 in.), the amplitude does not

plateau until Re=8.6×106/m (2.6×106/ft).

Increasing the Reynolds number at a constant location is akin to observing fluid

behaviors further into the transition process. This trend is in line with what was

observed in the TSP data. Transition at x=31.9 cm (12.6 in.) onset occurs for

a lower Reynolds number than at x=25.7 cm (10.1 in.). The rise in disturbance

amplitude with increasing Reynolds number can be attributed to the destabilization

of the boundary layer at higher Reynolds number. This, in turn, gives rise to larger-

amplitude instability waves than for lower Reynolds numbers. When the Reynolds

number increase is substantial enough to cause wave amplitudes to be of sufficient

magnitude, breakdown and transition are expected. When turbulent structures within

the boundary layer have sufficiently developed, further wave growth is not expected.

However, the waves themselves may persist for a distance before being washed out in

the turbulence. As the boundary layer breaks down, spectral energy should be shifted

away from the wave frequency as the spectra develop broadband behavior typical

of fully turbulent boundary layers. This could explain the plateaus in disturbance

amplitude.

As shown in Table 5.2, the TSP shows transition onset occurring between Re=7.1

and 7.8×106/m (2.2 and 2.4×106/ft) at x=19.3 cm (7.6 in.). For x=25.7, 28.8, and

31.9 cm (10.1, 11.3, and 12.6 in.), the TSP shows that transition onset occurs between

3.2 and 7.1×106/m (1.0 and 2.2 ×106/ft). Unfortunately, the Reynolds number for

onset cannot be further resolved from the TSP data. Given the range of Reynolds

numbers for transition onset at x=25.7, 28.8, and 31.9 cm (10.1, 11.3, and 12.6 in.),

it appears that onset occurs for 0.03<PRMS/PWall<0.10. This range is too large to
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be helpful. However, for x=19.3 cm (7.6 in.), onset is taken to be between 7.1 and

7.8×106/m (2.2 and 2.4×106/ft). This corresponds to PRMS/PWall≈0.03.

It should be noted that disturbance amplitudes are somewhat less for the sensor at

x=28.8 cm (11.3 in.). Experience has shown that not all individual PCB sensors can

be used to accurately measure high-frequency disturbances. It appears that this is the

case for this sensor. The spectra calculated for this sensor as well as the disturbance

amplitudes are typically the lowest of all the sensors. This does not make sense from a

fluid dynamics standpoint. It is more likely that this sensor simply does not function

properly in measuring amplitudes. Nevertheless, data from this sensor have been

included since the qualitative trend of the spectra is somewhat in line with the other

PCB sensors and the TSP results.

The disturbances near 320 kHz are surprising. Figure 5.12 shows the RMS pres-

sure amplitudes for the disturbances near 320 kHz. They behave somewhat like the

disturbances around 100 kHz. The RMS amplitudes grow with downstream distance

for constant Reynolds number. There is, however, no plateau of amplitudes for vary-

ing Reynolds number at constant location. Rather, the amplitudes increase to a

maximum value and then decrease.
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It seems that the disturbances near 320 kHz should not be negated, as they may

affect the transition process. At x=19.3 cm (7.6 in.), transition onset was taken

to be between Re=Re=7.1 and 7.8×106/m (2.2 and 2.4×106/ft). Here, the RMS

amplitude of the disturbances near 100 kHz was about 3%. The RMS amplitude of

the disturbances near 320 kHz is about 1.25%, over 1/3 of the primary disturbance

amplitude.

Disturbances at 320 kHz were not predicted by the computations, and are observed

to have significantly lower RMS amplitude than the 100 kHz waves, about half the

amplitude of the lower-frequency disturbances. It could be that the disturbances

at that frequency are due to some unknown instability. Its effect on the transition

process and any nonlinear interaction with the disturbances at 100 kHz is unknown.

It would be interesting to determine the effect of freestream noise on disturbance

amplitudes. Unfortunately, with the exception of the highest freestream Reynolds

numbers for quiet flow, the nozzle wall boundary layer separated. The separation

was observed for the small steel insert in the sting support section with all gap spac-

ings. Disturbance amplitudes could thus only be compared at one freestream condi-

tion. Figure 5.13 shows the results. Here, the low freestream noise levels were for

Re=10.5×106/m (3.2×106/ft), while conventional noise levels were for Re=11.5×106/m

(3.5×106/ft).

With low freestream noise levels and for both frequency bands, a clear increase in

disturbance amplitude with x is observed, with the exception of the possibly faulty

sensor at x=28.8 cm (11.3 in.). Thus, for low noise levels, the magnitudes of the

disturbance envelopes grew with x, which would be expected if the disturbances were

due to instabilities in the boundary layer. With conventional freestream noise, the

disturbance amplitudes also grew with x, but with larger changes in the slope of

the noise from point to point, almost leveling off between x=22.5 and 28.8 cm (8.9

and 11.3 in.). This is not altogether surprising, however, in light of the observed

transition onset discussed above. For Re=11.5×106/m (3.5×106/ft), transition onset

had occurred at all sensor locations.
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Figure 5.13: Disturbance amplitudes and spectra for quiet, Re=10.5×106/m, and

noisy, Re=11.5×106/m, flow

These data suggest that the disturbances near 100 kHz are due to an instability in

the boundary layer. As previously discussed, at x=19.3 cm (7.6 in.), transition onset

was taken to be between Re=Re=7.1 and 7.8×106/m (2.2 and 2.4×106/ft) with a

wave amplitude of about 3%. With low freestream noise levels, the disturbance RMS

amplitude does not even reach 3%. Thus, transition onset is not expected at any

location on the model with low noise levels. Transition onset was not observed in the

TSP, as detailed in Figure 5.2b.

Computations predicted that, for Re=6.6×106/m (2.0×106/ft), the most amplified

second-mode frequency would be 100 kHz. It seems likely, then, that the 100 kHz
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instability waves are due to the second mode instability. The data suggest that

transition on the leeward surface of the X-51A is affected by the spatial amplification

and breakdown of second mode waves.

Although the 100 kHz disturbances are likely due to the second mode instabil-

ity, this conclusion still remains speculative. If these disturbances really were second

mode waves, it would be expected that their amplitudes would grow exponentially

with downstream distance. This trend is not clear in the data, however. This could be

due to as yet unresolved PCB calibrations. The PCB sensors also suffer from limited

spatial resolution. The sensor diameter is 0.32 cm (0.13 in.). As such, the sensors

average a relatively large area. For instability waves at 100 kHz convecting down-

stream at the approximate freestream velocity of 875 m/s (2.87 kf/s), the wavelength

is about 0.9 cm (0.3 in.). Thus, the sensor diameter is approximately λ/3, where λ is

the disturbance wavelength. Thus, disturbances near 100 kHz are probably near the

resolution of the sensor, which may impact the effectiveness of the sensor to measure

second mode disturbances. However, Casper [25] reports that the PCB sensor diame-

ter was approximately λ/2 for the second-mode waves that she successfully measured

with the PCB sensors.

Also, as the Reynolds number changes, so too does the boundary layer thick-

ness. Since second-mode waves are highly tuned to the boundary layer thickness, the

frequency of the waves would also be expected to change with freestream Reynolds

number. This trend was not observed. It is also troubling that the spectra of the

hot-wire signal (Figure 5.4) did not show disturbances at 100 kHz nor at 320 kHz.

The discrepancy between the hot wire and PCB data could be due to the hot wires

not being positioned correctly in the boundary layer. If the hot wire were too close to

the boundary layer edge, it is less likely the second-mode waves would be measured.

Additionally, these amplitudes are normalized with the computed surface pressures.

The accuracy of the computations has not yet been verified. There remains much

work to be done to fully utilize PCB sensors to measure second-mode waves.
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5.5 Glow Perturber

As has been demonstrated, it is important to better understand the influence

of freestream noise on stability and transition of model boundary layers in wind

tunnels. Stability measurements should be made under both conventional and quiet

noise levels. Comparison of measurements under these conditions should give insight

into how increased freestream noise levels affect stability. Past experience has shown

that the hot wires used in the BAM6QT to measure instabilities with conventional

freestream noise levels have not yet measured the much lower-amplitude waves present

under low noise levels [21].

In order to measure instability waves under both quiet and conventional freestream

noise levels, a method of introducing controlled disturbances into the boundary layer

is desired. A glow discharge perturber is able to meet this criterion. After distur-

bances of a known frequency are created in the boundary layer, it was hoped that

the amplification and/or damping of instability waves could be measured, even under

quiet conditions.

A glow perturber is essentially two electrodes separated by a dielectric material.

The width of the dielectric material between the two electrodes and the static pressure

between the electrodes are the critical variables that determine the necessary electric

potential to break down the air. Paschen’s Law describes the breakdown voltage as

a function of the parameter Pd where P is the static pressure and d is the electrode

spacing for various gases [77]. An increasing electric potential is applied to the two

electrodes. When the voltage reaches a high enough value, based on the value of Pd,

the air in the gap will break down in a glow discharge. This breakdown transfers

energy to the flow, heating a small volume of fluid to high temperature, which causes

perturbations in the flow. When the applied electrode voltage is forced at an arbitrary

frequency, flow fluctuations can be introduced into the boundary layer of a model at

a desired frequency.
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5.5.1 Glow Perturber Design

A glow discharge perturber of the type used by Ladoon [28] was designed for the

leeward side of the X-51A. The X-51A model was made with a circular, removable

insert to accommodate the installation of a surface glow-discharge perturber. The

insert can be seen in Figure 2.4d. The center of the insert is located on the centerline

at x=8.8 cm (3.45 in.) downstream of the model’s leading edge.

In order to minimize the necessary applied voltage for breakdown of the air, the

value of Pd for the X-51A glow perturber was chosen to be the minimum for air. Ta-

ble 4.1 of Ref. [77] lists this as 0.754 Pa·m with a corresponding breakdown voltage of

327 V. Unpublished CFD calculations estimated the surface pressure at the glow per-

turber for a stagnation pressure of 965 kPa (140 psia) to be 1.726 kPa (0.25 psia) [78].

This gave an ideal electrode separation distance of 0.044 cm (0.017 in.). This dis-

tance was chosen as the dielectric thickness. The electrode dimensions were arbitrary

and based on what seemed small enough not to leave a large footprint on the model

surface yet large enough so that fabrication was relatively easy.

The glow perturber consists of an inner electrode, made from copper alloy 145

Tellurium. This alloy is approximately 99.5% copper and 0.5% Tellurium, accord-

ing to the supplier-provided material property sheet. It has a 1.02 mm (0.040 in.)

diameter. The inner electrode is surrounded by a Macor ceramic sheath, 0.43 mm

(0.017 in.) thick. This dielectric layer is then surrounded by the outer electrode,

fabricated from brass alloy 360. It has an inner diameter of 1.91 mm (0.075 in.) and

an outer diameter of 6.99 mm (0.275 in.). All three parts are epoxied together using

Cotronics Duralco 4700 high-temperature epoxy. The drawing for the glow perturber

is shown in Figure B.1.

The glow unit was epoxied into the steel model insert. The surface was then hand-

finished by a skilled machinist to match the surface contour of the X-51A as closely

as possible. Figure 5.14 is a photograph of the glow perturber. In Figure 5.14, the

center circle is the inner, copper electrode. The white ring around it is the ceramic
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dielectric. The larger ring outside that is the brass electrode. These materials are

fitted into the steel model insert, which is also visible in Figure 5.14.

Figure 5.14: Glow perturber as installed

Once the glow perturber was fabricated, it was installed in the model. One 20-

gauge, braided, high-voltage wire is soldered to the inner electrode. This wire then

passes through the model, angle-of-attack adapter, and hollow sting. The outer elec-

trode is grounded by a path comprised of the model itself, the angle-of-attack adapter,

sting, and another 20-gauge, braided, high-voltage wire leading from the sting to the

ground of the glow electronics. From the back of the sting to the glow electronics,

these two wires are twisted together in order to reduce electromagnetic (EM) noise.

The electronics that power the glow perturber were slightly modified from those

developed by Ladoon, described in detail in Ref. 79. When the glow perturber is

active, the large amount of EM noise picked up by a hot wire and other instruments

precludes running the glow continuously. Thus, several electronics components are

used to operate the glow perturber in a pulsed fashion, generating the desired fluc-

tuating electric potential applied to the glow electrodes. The end result is bursts of
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a set number of cycles of a sine wave. Useful hot-wire measurements can then be

collected between the glow pulses.

When operating the glow perturber in a pulsed manner such as this, there are

several important time scales to be considered. Figure 5.15 demonstrates the timing

needed to successfully operate the glow perturber. When the oscilloscopes trigger, a

transistor-transistor logic (TTL) signal is generated. This voltage is not high enough

to trigger the next electronic box in the system, so it is first amplified by triggering an

HP 8011A pulse generator. The pulse generator makes one 8 V pulse. This pulse is

used to trigger a Quantum Composers 9310 pulse generator. This pulse generator is

used to select a delay time before triggering the glow perturber. This delay is denoted

as td in Figure 5.15. The delay is necessary because the CTA circuitry always oscillates

briefly during tunnel startup. During normal tunnel operations, the oscillation lasts

for a very short time. When the glow begins operating during startup while the

hot wire is oscillating due to startup, it was found that the hot wire continued to

oscillate even after startup was complete. This is most likely due to the amount of

EM radiation picked up by the hot wire while the glow is operating. Introducing a

delay into the signal gives the anemometer the chance to stop oscillating before the

glow perturber is activated. The output from the pulse generator then triggers an HP

33120A function generator. This function generator selects the frequency at which

pulses of wave packets will be produced. The time between pulses is denoted as tp

with the corresponding frequency 1/tp = ωp. This signal then triggers an Agilent

33120A function generator. This function generator sets the frequency and number

of wave cycles that will be produced each pulse. The length of time the wave packets

are produced is symbolized by tb and the wave period is tw with the corresponding

wave frequency of 1/tw = ωw.

The signal output by the Agilent 3312A is amplified by a circuit built by Ladoon [79].

A schematic of the amplifying glow electronics is shown in Figure 5.16. The AC sig-

nal from the Agilent 33220A is first amplified with a gain of 10 by a custom-built

power amplifier based on an Apex PA19 power-operational amplifier. The amplifier



104

Figure 5.15: Glow perturber signal

output is fed into a custom-built step-up signal transformer with a turns ratio of 60

a frequency bandwith of 20 to 500 kHz, and a power rating of 1000 W. The trans-

former increases the electrode voltage until breakdown of the air in the electrode gap

occurs. The secondary side of the circuit, downstream of the transformer, includes a

20 kΩ ballast resistor which limits current and prevents the discharge from becoming

an arc. The ballast resistor can be changed to modify the current of the glow and

thus the power and amplitude of the artificial disturbance. A rectifying diode, as

shown in Figure 5.16, is also placed in parallel with the electrodes. Depending on

its orientation, either the positive or negative half of the amplified sine wave can be

selected to cause the glow discharge. It was found that when the inner electrode was

the cathode, a much smaller glow was created than when the inner electrode was the
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anode. This better approximates a point disturbance, which is preferred for these

experiments.

Figure 5.16: Glow-discharge circuit (taken from Ref. [79])

5.5.2 Hot Wire Measurements with the Glow Perturber

Although natural disturbances were seen under noisy conditions for frequencies

near 200 kHz with the hot wires, the glow perturber was only operated at a frequency

of 30 kHz. At the time of the hot-wire measurements, preliminary computations

showed that the most unstable mode was the first mode at about 30 kHz. Four

cycles of this 30 kHz wave were produced every 0.5 ms (ωp=2 kHz). At present, the

glow electronics are not capable of sustaining a visible glow discharge at 200 kHz.

Testing the glow electronics took place under static conditions at a pressure of about

690 Pa (0.1 psia). Due to the short run time of the Mach-6 tunnel, the range of

the glow perturber could not be tested while the tunnel was operating. It is likely

that either the ballast resistor, transformer, or both, will have to be changed to allow

glow operations at 200 kHz. The 30 kHz frequency was chosen with the hope that

it would excite first-mode wave growth. The glow was only run under noisy tunnel
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conditions with an initial stagnation pressure of 620.5 kPa (90 psia). Again, for these

measurements, if the tunnel was run with low freestream noise levels at this pressure,

the nozzle-wall boundary layer separated in an unsteady and unpredictable fashion,

yielding little or no meaningful data.

The hot wire was first positioned at x=16.8 cm (6.6 in.), 8.0 cm (3.2 in.) down-

stream of the glow perturber. Although this does not give a large distance for the

disturbances to grow, it was thought that they could at least be measured there.

The wire was positioned at y=4.1, 3.8, 3.6, 2.5, 1.5 mm (0.16, 0.15, 0.14, 0.10, and

0.06 in.). These gave y/δ values of 1.0, 0.94, 0.88, 0.63, and 0.39, respectively.

In order to determine reasonable settings for the glow electronics, a few simple

estimates were made. The flow at the edge of the boundary layer has a velocity

on the order of 875 m/s. Assuming this is the approximate convection speed of the

disturbances, this means that a disturbance created at the glow location, x =8.8 mm

(3.45 in.), reaches the hot wire approximately 0.1 ms later. The glow electronics were

configured so that the glow would be on for 0.13 ms then off for 0.37 ms. This meant

that the wave train was expected to reach the hot wire at about the time the glow

was turned off. The wave train would entirely move past the hot wire 0.13 ms after

that. This leaves 0.24 ms of margin before the glow comes on again, in case the waves

actually reached the hot wire later than expected.

The signal output by the glow electronics was amplified by a power amplifier and

step-up transformer. The amplified wave train was applied across the glow-perturber

electrodes. The amplitude of the signal input into the amplifying circuit was 7.5 V

peak-to-peak. Figure 5.17 shows a portion of the voltage-time history of the potential

applied across the electrodes and also of the CTA bridge for a typical tunnel run using

the glow perturber. The four cycles of 30 kHz sine wave can clearly be seen in the

electrode voltage. There is often also significant electrical pickup observed in the

hot-wire trace when the glow is running, as seen in the hot-wire voltage trace in

Figure 5.17.
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Figure 5.17: Sample voltage traces of electrode gap and CTA bridge voltage

Pulsing the glow in this way allows many wave bursts to be ensemble averaged.

This averaging should reduce noise and allow the disturbances to be more readily

detected in the hot-wire traces. Each ensemble-averaged trace is the average of the

CTA signal from 2000 glow events. This corresponds to one second of run time.

It would be better to only ensemble average between the 200 ms expansion-wave

reflections in the driver tube. However, so much extra noise is introduced into the

hot-wire signal when running with conventional noise levels that more averaging is

needed to clearly see the artificial disturbances. This noise can be seen as much of

the seemingly random voltage fluctuations between glow pulses in Figure 5.17.

Ensemble-averaged traces and power spectra for x=16.8 cm (6.6 in.) and y/δ=1.0,

0.94, 0.88, 0.63, and 0.39 are shown in Figure 5.18. For each plot, the range of voltages

displayed is the same. The actual values differ, however, so that the details at each

y/δ can be seen. The relative position of t=0 was set by examining the electrode-

gap voltage trace and determining when the last wave packet of each glow-discharge

burst had ended. Thus, in the ensemble-average traces, the portions of the signal for

t < 0 are while the glow discharge is being made. Portions of the signal for t > 0 are
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the periods of useful data collection, uncontaminated by high electromagnetic (EM)

radiation. The EM pickup seems to vary with y/δ. The reason for this is unknown. It

seems unlikely that any fluid phenomenon would cause the hot wire to so drastically

vary in its EM pickup. Perhaps this is due to random changes in the glow perturber

itself from run to run.

As is seen in the plots, there are no clear wave packets seen at y/δ=1.0. There

are, however, high-frequency, low-amplitude oscillations. For y/δ=0.94, however,

wave packets are clearly seen starting at about t=-0.02 ms. This timing, relative to

the end of the wave-packet generation, fits very well with the estimated time of arrival

of the wave packets, given the tunnel freestream conditions. Waves are even more

distinguishable for y/δ=0.88 and 0.63, but are not clearly evident for y/δ=0.39.

Figure 5.18f also shows the artificial 30 kHz disturbances. Here, the window length

of the root mean square spectrum (RMSS) is equal to the length of the signal being

analyzed. This was taken to be the length of time it took to produce the four cycles

of 30 kHz sine wave, 0.13 ms. The portion of the signal that was analyzed is taken

from the ensemble-averaged voltage trace for 0.00<t<0.13 ms. This window is the

approximate time it should take for the wave train to completely move past the hot

wire. Given the short window length, the best frequency resolution that could be

obtained was about 5 kHz. There are clear peaks at 30 kHz for y/δ=0.94, 0.88,

and 0.63. There is no evident peak at 30 kHz for y/δ=1.00 or 0.39, which also seems

obvious from the ensemble-averaged traces. The many other, smaller-amplitude peaks

in Figure 5.18f are mostly integer multiples of 30 kHz and are possibly harmonics or

artifacts of the windowing. For y/δ=1.00, there is also a noticeably larger peak

at about 230 kHz. This peak is due to the small-amplitude fluctuations visible in

Figure 5.18a. This may be indicative of second-mode waves. However, the frequency

is about 30 kHz higher than the peaks seen in Figure 5.4. It seems clear, then, that

the 30 kHz disturbances introduced into the boundary layer of the X-51A are of

measurable amplitude within the range of about y/δ=0.63-0.94.
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Figure 5.18: Ensemble-averaged CTA bridge voltage traces and power spectra with

glow perturber running at 30 kHz, noisy flow, x=16.8 cm (6.6 in.)
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The hot wire was moved downstream to x=21.6 cm (8.5 in.) and similar measure-

ments were made, this time at y/δ=1.00, 0.93, 0.87, and 0.64, based on δ=0.17 in.

Figure 5.19 shows ensemble-averaged voltages and spectra. For y/δ=1.00 and 0.93,

the same hot wire was used as was used in the data of Figures 5.18a-5.18e. After these

tunnel runs, however, the hot wire broke. Thus, for y/δ=0.87 and 0.64, a different

probe was used.

Wave packets are clearly seen for y/δ=1.00, 0.93, and 0.64. For y/δ=1.00 and

0.64, four cycles of 30 kHz disturbances are easily discernible. The four cycles are

not quite as clear for y/δ=0.93. For y/δ=0.87, it is not clear what is happening. A

30 kHz disturbance is easy to see. However, it appears that at least 5 cycles may be

seen. The spectra in Figure 5.19e show peaks near 30 kHz for all y/δ values. Also,

these seem to generally have higher magnitudes. This gives some indication that the

disturbances may be growing with downstream distance.

For y/δ=1.00, 0.93, and 0.64, the wave packets appear in the signal about 0.05 ms

after they did at x=16.8 cm (6.6 in.) This time lag is demonstrated in Figure 5.20.

Here, the ensemble-averaged traces for y/δ=0.63 are shown for x=16.8 and 21.6 cm

(6.6 and 8.5 in.). The portions of the signals highlighted in red correspond to when

the wave packets are moving past the hot wire and are 0.13 ms long, the length of

time for 4 cycles of a 30 kHz wave to be produced. Based on a convection speed of

about 875 m/s, it should take the generated wave packets about 0.055 ms longer to

reach the hot wire at x=21.6 cm (8.5 in.) as compared to x=16.8 cm (6.6 in.). This

close agreement with a first-order approximation demonstrates that the disturbances

measured here are actually from the glow perturber. Figure 5.19e took the delayed

arrival of the wave packets into account. The window over which the FFT was

computed was from t=0.055-0.185 ms.

Additional runs were made with the glow perturber operating at different frequen-

cies from 40-130 kHz. Similar measurements with different glow frequencies were also

attempted with low freestream noise levels, but yielded no data due to separation of



111

−0.1 0 0.1 0.2 0.3
1.6

1.605

1.61

1.615

1.62

1.625

1.63

Time (msec)

V
ol

ta
ge

 (
V

)

(a) y/δ=1.00

−0.1 0 0.1 0.2 0.3
1.535

1.54

1.545

1.55

1.555

1.56

1.565

Time (msec)

V
ol

ta
ge

 (
V

)

(b) y/δ=0.93

−0.1 0 0.1 0.2 0.3
1.89

1.895

1.9

1.905

1.91

1.915

1.92

Time (msec)

V
ol

ta
ge

 (
V

)

(c) y/δ=0.87

−0.1 0 0.1 0.2 0.3
1.685

1.69

1.695

1.7

1.705

1.71

1.715

Time (msec)

V
ol

ta
ge

 (
V

)

(d) y/δ=0.64

0 50 100 150 200 250 300

10
−5

10
−4

10
−3

10
−2

Frequency (kHz)

V
R

M
S

 

 

y/δ=1.00
y/δ=0.94
y/δ=0.87
y/δ=0.63

(e) Power spectra

Figure 5.19: Ensemble-averaged CTA bridge voltage traces and power spectra with

glow perturber running at 30 kHz, noisy flow, x=21.6 cm (8.5 in.)
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the nozzle-wall boundary layer. Disturbances created by the glow perturber were not

observed in any of these experiments.

5.5.3 PCB Pressure Sensor Measurements with Glow Perturber

In order to remove some of the problems and limitations of hot wires, PCB sensors

were also used in conjunction with the glow perturber at 621 kPa (90 psia). In

this case, the glow perturber produced 10 sine wave cycles with ωw=100 kHz with

tp=0.05 ms between bursts. The glow was run at ωw=100 kHz because at the time of

the PCB measurements, the second mode was predicted to be the most unstable mode

with a frequency of about 100 kHz. It was hoped that the additional perturbations

introduced by the glow would further destabilize the boundary layer, causing larger

waves to be measured and possibly inducing early transition.

Spectra of the PCB signals from the sensors at x=19.1, 25.4, 28.4, and 31.8 cm

(7.5, 10.0, 11.2, and 12.5 in.) for runs with and without the glow perturber operating

were computed. Here, the spectra were computed in a different manner than before.



113

The length of each pulse of waves is only 1 ms long. Instead of computing one

FFT of an ensemble-averaged signal, an FFT was taken of the signal after each glow

burst. These FFTs were then averaged to give power. However, the FFTs were not

computed from the entire signal between glow bursts. Because of the glow perturber

settings, there is 0.5 ms between the start of each burst. The wave packets are only

produced for 0.1 ms. Thus, the wave packets will move past a given sensor in only

0.1 ms. If the FFT were computed for the entire 0.4 ms of usable signal after the

glow perturber was done operating, the presence of artificial disturbances would not

be as evident because there would be no waves present for 75% of the signal. Thus,

a rough estimate of the time-of-arrival, ta, of the waves to each sensor was made.

The waves were assumed to travel at near the freestream velocity, about 850 m/s.

Table 5.3 shows ta for each sensor. This arrival time, different for each sensor, became

the starting time for the FFT computation at that sensor. For each sensor, the FFTs

were calculated for the signal 0.1 ms long starting at ta.

Table 5.3: Estimated time of arrival at each PCB pressure sensor for disturbances

created at the glow perturber

Sensor Location (cm) Distance from Glow (cm) ta (ms)

19.3 10.5 0.12

25.7 16.9 0.20

28.8 20.0 0.24

31.9 23.1 0.27

It is possible that the disturbances moved slower or faster than the estimated

velocity. If this were the case, this method of calculating the spectra would fail to

detect the disturbances. Thus, spectra were also computed for the signal 0.1 ms long

starting at ta-0.10 ms, ta-0.05 ms, ta+0.05 ms, and ta+0.10 ms. However, at x=28.8

and 31.9 cm (11.3 and 12.6 in.), the spectra were not computed for ta+0.10 ms. Since

ta at these locations was larger than at the upstream locations, the additional 0.10 ms
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meant that the signal for which the spectra were computed would have included some

of the time that the glow perturber was on, rendering these data useless. All these

spectra were also compared to spectra computed from a run with the same initial

conditions but without the glow running. The PCB signals from the run without the

glow were processed in exactly the same manner as the signals from the run with the

active glow so that a comparison could be made. Figures 5.21-5.22 show the results.

As is immediately evident, there is very little difference in the spectral content of

the signals, regardless of the starting point of the FFT calculations or whether or

not the glow perturber was being used. Artificial disturbances at 100 kHz produced

by the glow perturber cannot be detected downstream by the PCB sensors. This is

evidenced by the negligible difference in the spectra with the glow on and off.

Since 30 kHz disturbances caused by the glow perturber were detected with the

hot wire, the glow perturber was also run at 30 kHz with the PCB sensors installed.

As with the higher-frequency disturbances, the 30 kHz disturbances caused by the

glow perturber were not observed. An explanation of why the 30 kHz waves were

measured by the hot wire but not the PCB sensors is given in Section 5.5.4.

5.5.4 Explanation of Glow Measurements from CFD

Both the measured natural disturbances near 100 kHz and the lack of any ef-

fect of the glow perturber can be explained by computations made for the Purdue

model at Mach-6 tunnel conditions. The computations were done by Graham Candler

(University of Minnesota), Matt MacLean (CUBRC), Heath Johnson (University of

Minnesota), and Chris Alba (AFRL) using the STABL software suite. The mean flow

was computed using a Navier-Stokes solver. Stability computations came from solu-

tions to the parabolized stability equations. Information about STABL is detailed

in Ref. [8]. The simulated stagnation pressure was 602.5 kPa (90 psia). The Mach

number was 6.0, the freestream stagnation temperature was 451 K, and the angle of

attack was 4◦.
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Figure 5.21: Averaged FFTs of PCB signals with and without glow perturber for

various signal windows
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Figure 5.22: Averaged FFTs of PCB signals with and without glow perturber for
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Figure 5.23, generated by Chris Alba, shows N factor and the most amplified

second-mode frequencies. The locations of the glow perturber and the five PCB

sensors are marked by vertical lines. At the PCB sensors, the most amplified second-

mode frequency is about 100 kHz. This explains the peak in the PCB spectra around

100 kHz, and further substantiates the theory that those disturbances were due to

the second mode instability. N factors from the point where the disturbances first

start to grow are noted by the black squares. Also shown as red squares are N factors

reflecting wave growth from the glow perturber location. Here, the N factor for each

streamwise station is for the most unstable frequency. Thus, the N factor curves

really show wave growth for an envelope of frequencies. The N factor is predicted to

reach a value of about 4.4 at the most downstream sensor at x = 31.8 cm (12.5 in.).

This is likely not high enough to cause transition under low noise levels. However,

with high, conventional noise levels, it seems possible that transition could occur.

With conventional freestream noise levels, and at tunnel conditions matching the

computations, TSP showed transition onset at about x =18 cm (7.1 in.). This is

about 1 cm (0.4 in.) upstream of the most upstream sensor. Figure 5.23 shows that

the most unstable frequency is near 100 kHz from about x=13 cm (5.1 in.) to the end

of the model. Thus, waves of that frequency are expected to begin growing somewhat

upstream of the most upstream PCB sensor. The growth and breakdown of second

mode instability waves of about 100 kHz may explain the behavior observed in both

the TSP and PCB measurements.

Additionally, Figure 5.24 shows the stability diagram for the X-51A lee side in

the Purdue Mach-6 tunnel. Again, the PCB locations are marked by vertical lines.

The glow perturber is located at the upstream extent of the diagram. The shape

of the neutral curve explains why disturbances created at the glow perturber were

not present nor detected by the PCB sensors. At the glow perturber, only waves

with frequencies between 145 and 180 kHz amplify. Disturbances at 100 kHz do not

undergo amplification until about x=18.0 cm (7.1 in.), 9.2 cm (3.6 in.) downstream

of the glow perturber. Thus, any 100 kHz disturbances introduced by the glow into
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Figure 5.23: Computations for N-factors and most unstable frequencies (from [75])

the flow are damped immediately. It seems likely that these disturbances would damp

out entirely by the time they reached the region of amplification and the PCB sensors,

10.3 cm (4.1 in.) downstream. This explains why the effect of the glow perturber was

never detected by the PCB sensors.

Figure 5.25 shows what would have happened had the glow been used to make

disturbances between 140 and 180 kHz. Here, the waves would have initially amplified

quickly. However, due to the steepness of the neutral curve, these waves would have

stopped amplifying and instead undergone exponential decay no farther downstream

than x=13.2 cm (5.2 in.), only 4.4 cm (1.7 in.) downstream of the glow perturber.

This is still 5.9 cm (2.3 in.) upstream of the most upstream PCB sensor. It seems
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likely that waves of that higher frequency would have also damped out by the time

they would have moved past the PCB sensors. Thus, due to the position of the

glow perturber relative to the PCB sensors and the steepness of the neutral curve, it

appears that at these conditions, no disturbances at second-mode frequencies created

by the glow perturber could be detected by the PCBs. This explains why there are

only negligible differences in the spectra with and without the glow operating.

Figure 5.24: Computed stability diagram for X-51A (from [75])

The computations also provide an explanation of why the 30 kHz disturbances

produced by the glow perturber were detected downstream on the model with the

hot wire, but not with the PCB sensors. Figure 5.26 shows the amplification rate as
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Figure 5.25: N factors vs. x for frequencies between 140 and 180 kHz (from [75])

a function of arclength for an unstable first-mode instability wave with a frequency

of 30 kHz and a wave angle of 550 m−1. Although the solution suffers from some

numerical problems, evidenced by the jaggedness, the general trend is clear. The

first mode is unstable at x=3 cm (1.2 in.) for a frequency of 30 kHz, and remains

unstable to about x=28 cm (11.0 in.). Thus, a 30 kHz disturbance created by the

glow perturber at x=8.8 cm (3.46 in.) would reasonably be expected to be unstable

and grow from the glow perturber to the two locations that the waves were detected

by the hot wire, x=16.8 and 21.6 cm (6.6 and 8.5 in.). They should also have been

present for at least the three upstream PCB sensors located at x=19.3, 22.5, and

25.7 cm (7.6, 8.9, and 10.1 in.). However, as discussed in Section 1.2, Ref. 26 reports
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that pressure fluctuations for a first-mode instability wave are very small. Thus, it is

not at all surprising that a 30 kHz first-mode wave introduced at the glow perturber

was present and measured with the hot wires, but not detected by the PCB sensors.

Figure 5.26: Amplification rate for 30 kHz first-mode instability (from [75])

Apart from the disturbance frequencies agreeing, it would be instructive to com-

pare another experimental quantity to the computations to verify that the flow physics

have been properly modeled. To this end, a hot wire was calibrated for mass flux

according to the method reported in Section 3.2. It was traversed through the bound-

ary layer at a streamwise station of x = 27.1 cm (10.7 in.). In this case, the wire

started moving 500 ms after the oscilloscopes triggered. The wire moved from a height

y=4.8 mm (0.19 in.) to y=0.8 mm (0.03 in.) in 0.20 mm (0.008 in.) increments. The
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wire was held at each vertical station for 100 ms. The mean bridge voltage was com-

puted each time the wire was held stationary. The calibration was then applied to

the raw voltage to convert it to mass flux. Finally, computed mass flux is plotted

against the known wire position.

Figure 5.27 shows both the experimentally measured and the computed boundary

layer profiles. The general shape of both is the same. However, the actual values

of mass flux are considerably offset from each other. The computed boundary layer

also appears to be less thick than what is seen in the experiments. The most likely

explanation for this is that the boundary layer was turbulent at x=27.1 cm (10.7 in.).

This was the conclusion from both TSP and PCB data. Unfortunately, due to an

oversight, this discrepancy was not realized until well after the tunnel entry was

complete.
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Figure 5.27: Experimental and computed boundary-layer profile
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5.6 Leading-Edge Roughness Effects

It is well-known that small variations in the leading edge shape of a hypersonic

vehicle can have a large impact on the flow downstream. In an effort to better un-

derstand the effect of tunnel noise coupled with leading edge roughness, a series of

experiments was conducted by varying the thicknesses and locations of small rough-

ness elements placed on the leading edge of the model under both noisy and quiet

conditions. It is thought that any variations in the leading edge of the X-51A could

cause a perturbation in the leading edge shock. This would introduce streamwise

vorticity into the flow, destabilizing the boundary layer and possibly leading to early

transition. Given the complex, 3-dimensional geometry of the leading edge of the

X-51A, it was unknown whether a particular size of leading edge roughness would

equally affect the flow on and off the centerline. All experiments with leading-edge

roughness had an initial stagnation pressure of 620.5 kPa (90 psia).

Roughness elements were added to the leading edge by wrapping a piece of

k=0.05 mm (0.002 in.) thick tape around the leading edge. The tape pieces were

generally about 1.0 mm (0.04 in.) wide and 3.3 mm (0.13 in.) long on the leeward

side of the model. The model’s leading edge has a radius of approximately 0.25 mm

(0.01 in.), as measured with a micrometer. Figures 5.28a-5.28c show surface tempera-

tures for k=0.00, 0.05, 0.10 mm (0.000, 0.002, and 0.004 in.) on the centerline leading

edge under noisy conditions. Figure 5.28d shows the streamwise temperature along

the model centerline. It is clear from the figures that the addition of one roughness

element, k=0.05 mm(0.002 in.), on the model centerline had almost no effect on the

flow. When the roughness height was doubled to k=0.10 mm (0.004 in.), however, the

difference is clearly discernible. A high-temperature streak that broadens downstream

is seen along the centerline. It is thought that the streak is a region of turbulent flow

behind the leading-edge roughness. As is expected of a turbulent region, its span-

wise extent broadens downstream. Also, since the streamwise centerline temperature



124

decreases downstream, it seems likely that along the centerline there is a thickening

turbulent boundary layer.

It is somewhat surprising that a roughness element with a thickness about 20%

of the leading edge radius has almost no effect on the state of the boundary layer.

Perhaps this is due to the higher model thickness along the centerline (seen in Fig-

ure 2.4d).

5.6.1 Effect of Tunnel Noise on Leading-Edge Roughness

Additional experiments examined the effect of freestream noise on transition in-

duced by leading-edge roughness at varying spanwise locations. It was also hoped that

the locations and spreading of any vortices shed by the roughness elements could help

determine the extent of outward-directed crossflow. Experiments were conducted with

roughness elements on the leading edge, from the centerline at z ′=0.0 cm (0.0 in.)

through z′=20.3 mm (0.8 in.) in 2.5 mm (0.1 in.) increments. Here, z′ is the approxi-

mate arclength along the curved leading edge. Positive z ′ values are on the starboard

half of the model. Two roughness locations were always used simultaneously. For

instance, in a single run, one roughness element was placed at z ′=-7.6 mm (-0.3 in.)

and another was placed at z′=10.2 mm (0.4 in.). Due to model symmetry, it was

assumed that this was a reasonable practice. In all cases that will be shown, the

roughness element located farthest away from the centerline was on the half of the

model denoted by positive spanwise distances, the starboard side. Figures 5.29 and

5.30 shows surface temperatures for each roughness condition under both noisy and

quiet conditions. Figure 5.31 shows spanwise temperatures at a streamwise location

of 15.0 cm (5.9 in.) for both conventional and low noise levels.

The effects of both the leading-edge roughnesses and freestream noise are immedi-

ately evident. For the quiet noise-level cases, there are no evident streamwise streaks

when a k=0.10 mm (0.004 in.) roughness was located at z ′=0.0 mm (0.0 in.) When

the roughnesses were located at z′=2.5 and 5.1 mm (-0.1 and 0.2 in.), only very faint
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streaks can be seen. They are seen as two small peaks in Figure 5.31a. The upstream

outboard temperatures are also slightly elevated from the no roughness case. For

z′=-7.6 and 10.2 mm (-0.3 and 0.4 in.) and z′=12.7 and 15.2 mm (-0.5 and 0.6 in.),

at least two streamwise streaks are evident. These are assumed to be streamwise

vortices shed by the leading-edge roughness elements. They also bend away from the

centerline. This demonstrates the presence of significant outward-directed crossflow.

Such crossflow would tend to transport low-momentum fluid away from the centerline.

This has the effect of thinning and stabilizing the boundary layer there.

For z′=-17.8 and 20.3 mm (-0.7 and 0.8 in.), one streak is evident at about z=-

27.9 mm (-1.1 in.), but it quickly washes off the nylon insert. It is caused by the

roughness at z′=-25.4 mm (-0.7 in.). No streak is seen associated with the roughness

at z′=20.3 mm (0.8 in.). Thus, a total leading-edge arclength of 35.6-40.6 mm (1.4-

1.6 in.) captures all the fluid flowing over the 61.0 mm (2.4 in.)-wide nylon insert.

With so much outward-directed crossflow, it seems reasonable to suspect that the

crossflow instability may be present and may further destabilize the boundary layer.

This could explain the elevated temperatures observed there under both noisy and

quiet conditions with no leading-edge roughness.

It does not appear that any of the streamwise vortices break down into turbulence

under quiet conditions. Instead, the high-temperature streaks due to the vortices

either fade downstream or are washed off of the nylon surface. The streaks do not show

any spreading, which would be expected if they caused transition of the boundary

layer.

Under conventional freestream noise levels, the leading-edge roughness had a much

greater effect. For instance, for z′=2.5 and 5.1 mm (-0.1 and 0.2 in.), two vortex

streaks are evident at the upstream end of the nylon. The vortex corresponding to the

roughness at z′=-2.5 mm (-0.1 in.) begins to spread in the spanwise direction at about

x=20 cm (7.9 in.). The streak associated with the roughness at z ′=5.1 mm (0.2 in.)

begins spreading in the spanwise direction by about x=17 cm (6.7 in.). As evidenced

by the spanwise spreading and increased temperatures, both vortices appear to break
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down into turbulent flow and merge with the natural centerline transitional region

that is observed even in the absence of leading-edge roughness. As in the low noise

case, as the leading-edge roughnesses are moved outboard, the vortices observed on

the nylon move outboard as well. Tunnel noise does not seem to have an effect on

the location of the vortices as they appear in the same location on the nylon under

both quiet and noisy conditions. They also wash outward in the same manner. These

trends are seen in both the surface temperature distributions and also the spanwise

temperature plots. The vortices are seen as peaks in the spanwise temperature. The

spanwise temperature peaks caused by the vortices are generally somewhat larger

under conventional noise levels than under quiet conditions, particularly closer to

the centerline. References 36 and 37 also demonstrated this effect of tunnel noise on

roughness induced transition.

The fact that the vortices do not break down to turbulence under low-noise condi-

tions, but do break down under conventional noise levels is significant. This suggests

that higher initial-amplitude disturbances in the boundary layer couple with distur-

bances from the leading-edge roughness to destabilize the boundary layer and promote

earlier transition than is seen under the low-noise levels of flight.

At 620.5 kPa (90 psia) (Re ≈ 6.6×106/m, 2×106/ft) under quiet freestream noise

levels, it appears that leading edge roughness with a thickness on the order of 40%

of the leading edge radius does not induce transition on the model’s leeward surface.

With conventional noise levels, a roughness with this height is sufficient to trip the

boundary layer, while a roughness 20% of the leading edge radius is not. Off-center

roughnesses on the order of 20% of the leading edge radius all appeared to induce

transition on the model under conventional noise levels, but only generated streamwise

vortices in quiet flow. It appears that, under both low and conventional freestream

noise levels, the boundary layer is much less sensitive to leading-edge roughness on

the centerline than locations as little as 2.5 mm (0.1 in.) off of the centerline. This is

likely due to the stabilizing effect of the crossflow transport of low-momentum fluid

away from the centerline as well as the thicker leading edge on the centerline.
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Figure 5.28: Surface temperature distribution and streamwise centerline temperatures under noisy conditions for k=0.00,

0.05, and 0.10 mm (0.000, 0.002, and 0.004 in.)
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(a) k=0.00 mm, quiet (b) k=0.00 mm, noisy

(c) k=0.10 mm on z′=0.0 mm, quiet (d) k=0.10 mm on z′=0.0 mm, noisy

(e) k=0.05 mm at z′=2.5 and 5.1 mm, quiet (f) k=0.05 mm at z′=2.5 and 5.1 mm, noisy

Figure 5.29: Part 1: Surface temperature (K) distribution under quiet and noisy conditions with leading-edge roughness
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(a) k=0.05 mm at z′=7.6 and 10.2 mm, quiet (b) k=0.05 mm at z′=7.6 and 10.2 mm, noisy

(c) k=0.05 mm at z′=12.7 and 15.2 mm, quiet (d) k=0.05 mm at z′=12.7 and 15.2 mm, noisy

(e) k=0.05 mm at z′=17.8 and 20.3 mm, quiet (f) k=0.05 mm at z′=17.8 and 20.3 mm, noisy

Figure 5.30: Part 2: Surface temperature (K) distribution under quiet and noisy conditions with leading-edge roughness
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Figure 5.31: Spanwise temperature distributions at x=15.0 cm, quiet and noisy flow

for leading edge roughness
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6. CONCLUSIONS AND FUTURE WORK

6.1 Conclusions

It is well known that tunnel noise can have a profound effect on transition. A

few previous experiments have shown an effect of tunnel noise on roughness-induced

transition. The effect of tunnel noise on natural and roughness-dominated transition

was clearly seen on the 20%-scale X-51A forebody model in the BAM6QT. On the

smooth model, reducing freestream noise from conventional to quiet levels increased

the transition Reynolds number based on freestream conditions and length from the

nose by a factor of at least 2.2. With the kmax=0.76-mm (0.030 in.) ramp roughness

strip the transition Reynolds number increased by a factor of 2.4. The kmax=0.38-mm

(0.015 in.) ramp roughness were not as effective in tripping the boundary layer as the

larger kmax=0.76-mm (0.030 in.) ramps. Additionally, for the highest Reynolds num-

ber tested, Ret was increased by a factor of 3.1 when freestream noise levels dropped

from conventional to low levels. Reducing freestream noise increased the transition

Reynolds number by a factor of 1.7 for the k=1.52 mm (0.060 in.) diamond trips. To

the author’s knowledge, the present work reports the first hypersonic measurements

of roughness-induced transition under low noise levels that are comparable to flight,

using reasonably-sized trips, at high freestream Reynolds number.

Hot wires, TSP, and PCB pressure sensors were used to characterize transition

trends and the instability mechanisms present on the leeward side of the X-51A

forebody. With low noise levels, no transition was observed with discrete roughness

elements of height k=0.10 mm (0.004 in.) wrapped around the leading edge on the

centerline and k=0.05 mm (0.002 in.) elements wrapped around the leading edge off

center. With conventional noise, vortices shed from the roughnesses broke down to

turbulence.



132

Using the PCB pressure sensors, disturbances near 100 kHz were found to grow

both with downstream distance and also increasing Reynolds number for conventional

noise levels. Under quiet conditions, they grew with downstream distance. After

the 100 kHz disturbances reached amplitudes of about 3% of the surface pressure,

transition onset was confirmed both by a rise in surface temperature, and also a

broadening of the spectra. The frequency of the disturbances matched well with

those predicted by STABL. Thus, it seems likely that the disturbances are due to

the second mode instability. The data suggest that transition on the lee side is at

least impacted by the growth and breakdown of second-mode waves. The presence of

other instability mechanisms is suspected. Their classification and interactions with

each other and the second mode instability was beyond the scope of the current work.

Conventional freestream noise levels were observed to promote early transition when

compared to low noise levels. Lee side transition was not observed at even the highest

unit Reynolds number providing quiet flow.

STABL computations also explain the lack of any significant effect of the glow

perturber. The neutral curve near the glow perturber is such that any disturbances

created there would damp out by the time they reached the PCB sensors. Thus, no

disturbance created by the glow perturber should have been observed at the PCB

sensors. The lack of observable waves in the experimental data supports the compu-

tations.

Freestream noise was found to promote early transition for roughness-induced

transition on the windward surface, leading-edge-roughness-induced transition on the

leeward surface, and smooth-wall natural transition on the leeward surface.

6.2 Suggestions for Future Work

The boundary layers for the X-51A are three dimensional and complicated. There

are many possible instability mechanisms that contribute to the transition process.

Further work should be undertaken to examine the physical mechanisms responsible
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for the X-51A and other similar hypersonic vehicles. As the underlying flow physics

become better understood, the prediction methods will grow more robust and reliable,

and significantly improve the design of hypersonic vehicles.

Using hot wires and possibly the PCB sensors on the windward surface of the

model to study natural transition there could be very useful. It was observed that

transition occurred there in the absence of any trips with conventional noise levels.

With low freestream noise levels, transition was not observed. If the dominant natural

instability mechanism there could be determined, perhaps it could be further excited

without the need for drag-increasing trips.

It would be a clear advantage to develop the PCB sensors and techniques. Cali-

brating the sensors would allow more accurate wave amplitudes to be found. Accurate

N factors could then be measured and compared to computations. It would also be

a good idea to use one PCB sensor and install it at different streamwise stations,

making measurements at the same tunnel conditions. This would remove the effect

of sensor-to-sensor variations, and help to more accurately determine disturbance

amplitudes.

Calibrated profiles of laminar boundary layers should be measured with hot wires

at several streamwise stations and compared to computations to further ensure the

trustworthiness of the computations. Hot wire measurements should also be made

closer to the wall to see if the 100 kHz oscillations can be measured by more than

just the PCB sensors.

If the hot wires can detect naturally occurring second-mode disturbances in the

boundary layer, they should also be able to determine the mode shape and phase

velocity by measuring at multiple distances from the wall for constant streamwise

station. This could more conclusively classify the 100 kHz disturbances as the second-

mode instability.

Further effort should also be made to understand the cause of the 320 kHz distur-

bances detected by the PCB sensors. If those disturbances are due to some unidenti-

fied instability, the computations did not model it. This avenue should be pursued. If
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the glow perturber could be modified to operate at 320 kHz, the effect of disturbances

at 320 kHz on the transition process and any interaction with the 100 kHz second

mode disturbance could be observed.

Additionally, for the X-51A, the glow perturber should be moved downstream to

x=24 cm (9.4 in.). This is the approximate streamwise location where the second

mode instability at 100 kHz first becomes unstable. Moving the glow perturber to

this location should allow the glow-caused disturbances to be detected and grow

under low freestream noise conditions. These measurements can then be compared

to computations. If good agreement is found, the X-51A data could serve as a good

set of validation experiments for a complex, three-dimensional geometry modeled by

STABL and other stability solvers. If the codes can accurately capture the complex

flow physics involved here, it validates that the physical modeling is correct.

Lastly, it would be good to examine the extent and effect of the outward-directed

crossflow observed and computed on the lee side of the X-51A. Although the second

mode appears to be the dominant instability here, it seems likely that crossflow has

some effect on the stability of the boundary layer. This almost certainly also has

implications for the boundary layer on the lateral sides of the vehicle. This portion

of the boundary layer was not examined at all in the present investigation.
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A. RUN CONDITIONS

The following table lists the figure number, stagnation conditions and freestream

Reynolds numbers, and whether or not the tunnel was running noisy or quiet for that

figure.
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Table A.1: Freestream conditions for plots in Chapter 4

Figure T0 (K) (P0) (kPa) Re (×10−6/m) Noisy/Quiet

4.3a 418 586 6.6 Quiet

4.3b 424 621 7.4 Noisy

4.6a 418 586 6.6 Quiet

4.6b 424 627 7.5 Noisy

4.10 427 538 5.9 Quiet

4.13 (x=15.0 cm) 433 557 5.9 Quiet

4.13 (x=25.4 cm) 425 521 5.7 Quiet

4.13 (x=30.5 cm) 428 534 5.8 Quiet

4.15b 428 648 7.6 Noisy

4.15c 425 632 7.0 Quiet

4.15d 427 762 9.0 Noisy

4.15e 424 742 8.2 Quiet

4.15f 427 859 10.1 Noisy

4.15g 424 844 9.3 Quiet

4.15h 427 963 11.3 Noisy

4.15i 424 932 10.3 Quiet

4.17a 422 607 6.7 Quiet

4.17b 424 614 7.4 Noisy

4.21 427 538 5.8 Quiet

4.23 (x=10.7 cm) 427 534 5.8 Quiet

4.23 (x=14.0 cm) 427 532 5.8 Quiet

4.23 (x=20.3 cm) 427 531 5.8 Quiet

4.23 (x=30.5 cm) 427 532 5.8 Quiet



143

Table A.2: Freestream conditions for plots in Chapter 5: Part I

Figure T0 (K) (P0) (kPa) Re (×10−6/m) Noisy/Quiet

5.1a 428 275 3.2 Noisy

5.1b 428 607 7.1 Noisy

5.1c 428 667 7.8 Noisy

5.1d 428 796 9.4 Noisy

5.1e 428 995 11.7 Noisy

5.4 (x=16.8 cm) 427 586 2.1 Noisy

5.4 (x=21.6 cm) 427 593 2.1 Noisy

5.4 (x=33.0 cm) 427 586 2.1 Noisy

5.7a, 5.8a, 5.9a, 5.10a 427 278 3.3 Noisy

5.7a, 5.8a, 5.9a, 5.10a 427 406 4.8 Noisy

5.7a, 5.8a, 5.9a, 5.10a 426 493 5.8 Noisy

5.7a, 5.8a, 5.9a, 5.10a 426 529 6.2 Noisy

5.7a, 5.8a, 5.9a, 5.10a 426 599 7.1 Noisy

5.7a, 5.8a, 5.9a, 5.10a 426 656 7.7 Noisy

5.7a, 5.8a, 5.9a, 5.10a 426 727 8.6 Noisy

5.7a, 5.8a, 5.9a, 5.10a 426 790 9.3 Noisy

5.7a, 5.8a, 5.9a, 5.10a 426 854 10.1 Noisy

5.7a, 5.8a, 5.9a, 5.10a 426 916 10.8 Noisy

5.7a, 5.8a, 5.9a, 5.10a 426 978 11.6 Noisy
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Table A.3: Freestream conditions for plots in Chapter 5: Part II

Figure T0 (K) (P0) (kPa) Re (×10−6/m) Noisy/Quiet

5.13a 422 942 10.5 Quiet

5.13b 426 972 11.5 Noisy

5.21 (No glow) 429 618 7.2 Noisy

5.21 (Glow) 429 613 7.2 Noisy

5.28a 428 607 7.1 Noisy

5.28b 428 600 7.0 Noisy

5.28c 428 599 7.0 Noisy

5.29a 425 588 6.5 Quiet

5.29b 428 607 7.1 Noisy

5.29c 425 588 6.5 Quiet

5.29d 428 599 7.0 Noisy

5.29e 425 589 6.5 Quiet

5.29f 428 598 7.0 Noisy

5.30a 425 598 6.6 Quiet

5.30b 428 618 7.2 Noisy

5.30c 425 600 6.6 Quiet

5.30d 428 611 7.2 Noisy

5.30e 425 602 6.6 Quiet

5.30f 428 616 7.2 Noisy
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B. DRAWINGS

Included here are the drawings submitted to the shop for fabrication of the glow

perturber and also the modifications of the aluminum model.
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Figure B.1: Glow perturber design drawing
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Figure B.2: Modifications to aluminum afterbody to allow installation of PCB sensors and glow perturber
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